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Early and precise diagnosis of craniosynostosis (CSO), which involves premature fusion of cranial 
sutures in infants, is crucial for effective treatment. Although computed topography offers detailed 
imaging, its high radiation poses risks, especially to children. Therefore, we propose a deep-learning 
model for CSO and suture-line classification using 2D cranial X-rays that minimises radiation-exposure 
risks and offers reliable diagnoses. We used data comprising 1,047 normal and 277 CSO cases from 
2006 to 2023. Our approach integrates X-ray-marker removal, head-pose standardisation, skull-
cropping, and fine-tuning modules for CSO and suture-line classification using convolution neural 
networks (CNNs). It enhances the diagnostic accuracy and efficiency of identifying CSO from X-ray 
images, offering a promising alternative to traditional methods. Four CNN backbones exhibited robust 
performance, with F1-scores exceeding 0.96 and sensitivity and specificity exceeding 0.9, proving the 
potential for clinical applications. Additionally, preprocessing strategies further enhanced the accuracy, 
demonstrating the highest F1-scores, precision, and specificity. A qualitative analysis using gradient-
weighted class activation mapping illustrated the focal points of the models. Furthermore, the suture-
line classification model distinguishes five suture lines with an accuracy of > 0.9. Thus, the proposed 
approach can significantly reduce the time and labour required for CSO diagnosis, streamlining its 
management in clinical settings.
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Craniosynostosis (CSO) is a complex medical condition characterised by premature fusion of one or more cranial 
sutures in infants. Sutures are fibrous bands that connect the bones in the skull, allowing them to grow and 
expand to accommodate the developing brain. Early closure of these sutures can restrict skull and brain growth, 
leading to potential developmental issues and abnormal head shapes. Additionally, it is challenging to keep 
children stationary for prolonged periods to conduct detailed measurements or 3D computed photography (CT) 
scans. Moreover, there are concerns regarding exposing young children to high levels of radiation associated 
with such procedures, which could potentially lead to adverse outcomes further on in life. In contrast, standard 
skull X-rays, which require considerably less time and involve lower levels of radiation, offer a more practical and 
safer alternative for initial evaluations.

Various automatic CSO-classification methods have been developed for use with medical-imaging 
modalities. CT is the gold standard for diagnostic imaging and surgical planning and is routinely performed in 
many craniofacial centres worldwide. You et al.1. proposed an automated sagittal CSO-classification algorithm 
using features extracted from projected 3D skull images, which included a 3D multi-view learning algorithm, 3D 
rendering, patch-based erosion for data augmentation, transfer-learning strategy for training, and multi-view-
based prediction strategy for classification. Liu et al.2 presented a novel end-to-end neural network architecture 
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based on DenseNet3 with context regularisation to jointly label cranial bone plates and detect cranial base 
landmarks from CT images.

However, despite the accurate and precise diagnosis offered by CT scans4, prioritising 2D X-ray or radiation-
free methods over CT is recommended because of the associated risks. The larger doses of radiation involved 
in CT scans significantly increase radiation-exposure risks in children compared with adults5,6. Furthermore, 
studies have shown that exposing infants to even low doses of ionising radiation can adversely influence their 
cognitive abilities in adulthood, underscoring the need for cautious diagnostic imaging for young patients7,8. 
To address the issue of radiation exposure, a statistical shape model (SSM) for radiation-free assessment and 
classification of CSO has been proposed9; this model successfully distinguished between three CSO classes 
(coronal, metopic, or sagittal) and a control group using photogrammetric surface scans. The authors of9 further 
explored the use of photogrammetric 3D surface scans by converting 3D scans into 2D distance maps, enabling 
the application of convolutional neural networks (CNNs) for CSO detection for the first time10. This method 
emphasised the reduction of radiation exposure, while preserving patient anonymity and enabling effective data 
augmentation, thereby achieving robust CSO detection using minimal 3D data. In the same context, de Jong et 
al.11 proposed a deep-learning algorithm for identifying CSO from 3D stereographs as a non-invasive technique 
that exhibited accurate performance for classifying the head shapes of children as either normal or CSO of one 
of the three subtypes (scaphocephaly, trigonocephaly, or anterior plagiocephaly). Subsequently, Schaufelberger 
et al.12 demonstrated the diagnostic value of 3D photogrammetry for assessing and diagnosing head deformities 
such as CSO, and Mashouri et al.13 developed machine learning image classifiers that enhance the triaging 
process for CSO referrals using 3D images for early identification of synostosis in children and qualifying them 
for less invasive surgical intervention.

However, a simpler and more accessible approach than statistical models involves the use of 2D images. To 
evaluate cranial deformities in infants, photographs of their heads have been used to calculate a craniometric 
index score14–16. Although 3D CT provides accurate scans, expecting young children to remain still for extended 
durations required for CT imaging is challenging. Moreover, exposing them to significant amounts of radiation 
can increase their risk of developing cancer during adolescence7. Therefore, methods that employ simple 
photographs that do not involve radiation exposure have been proposed as low-risk alternatives17–19. However, 
these methods struggle to obtain accurate and detailed skull information and determine the exact shape of the 
CSO, often necessitating subsequent X-ray imaging, rendering them inadequate for effective CSO diagnosis.

Despite the detailed insights offered by 3D imaging techniques11, their practical applications are limited 
owing to high costs and the specialised training required for their operation. Moreover, although SSMs provide 
statistically significant results, they are unsuitable for direct use in actual medical settings. Additionally, 2D 
photographs are insufficient for CSO interpretation and therefore, additional X-rays are required. To address 
these limitations, this study focused on 2D X-ray imaging for CSO classification. X-rays involve significantly 
lower radiation exposure compared with CT scans and are more accessible, which is crucial for frequent 
diagnostic assessments. Digital X-rays exhibit higher diagnostic accuracy without excessive radiation associated 
with traditional methods. Early detection of CSO is crucial for effective treatment planning, which may 
include surgical interventions to correct the skull shape and prevent further neurological damage. Moreover, 
accurate diagnosis and rapid categorisation of CSO are essential for optimising patient outcomes. Therefore, 
novel detection methods and classification criteria are vital areas of research for paediatric neurosurgeries and 
craniofacial surgeries. This study proposes a novel deep-learning model that aims to balance diagnostic efficacy 
with patient safety, setting a new benchmark in paediatric diagnostic imaging and advancing craniofacial medical 
practices. The proposed model can detect CSO and suture lines, and is specifically designed for application to 
children under the age of 2 y. Central to our approach is a preprocessing procedure for raw medical images 
that significantly enhances the model performance. Extensive ablation studies were conducted to ensure the 
robustness and reliability of the proposed model. The results showed that it can precisely identify and categorise 
CSO and can potentially serve as a new benchmark in paediatric diagnostic imaging. Thus, by facilitating earlier 
and more accurate diagnoses, our study makes a substantial contribution to the advancement of craniofacial 
surgery.

Materials and methods
Ethical approval
The study protocol adhered to the ethical guidelines set by the 1975 Declaration of Helsinki and revised in 
1983, and was approved by the Institutional Review Board (IRB) of Ajou University Hospital (IRB number: 
AJOUIRB-DB2024-204). As this study used data previously collected at the Ajou University Medical Center, the 
requirement for informed consent was waived by the IRB of Ajou University Hospital (IRB number: AJOUIRB-
DB2024-204). Following data acquisition, an anonymisation process was applied to remove any personal 
identifiable information and ensure patient confidentiality.

Data preprocessing
We developed fully automatic CSO and suture-line classification methods that employ anteroposterior (AP) 
and lateral-view images. This section outlines the preprocessing methods employed for effectively training our 
models on a relatively small amount of clinical data. As shown in Fig. 1A, the scale, orientation, and intensity of 
the input images were standardised, significantly reducing the difficulty for generalisation tasks.

Overview
For each child, AP- and lateral-view images, with their gaze directed towards the left, were acquired in a 12-bit 
DICOM format. These images were converted into 8-bit files to fully exploit the pretrained models, yielding a 
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Fig. 1. Illustration of the proposed preprocessing steps. (A) The first row contains AP-view X-rays whereas 
the second contains lateral-view X-rays. AP-view X-ray preprocessing: (a) input, (b) marker-removed, (c) 
cropped (scale standardisation), and (d) histogram-equalised (intensity standardisation ) images. Lateral-view 
X-ray preprocessing: (e) input, (f) marker-removed (the green line shows the detected connecting landmarks 
for visualisation), (g) cropped (scale and orientation standardisation), and (h) histogram-equalised (intensity 
standardisation) images. (B) Examples of (i) X-ray markers and (j) their removal process. (C) Head-pose 
standardisation and cropping.
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dark background and light cranial structures20. Subsequently, two preprocessing methods were employed, as 
illustrated in Fig. 1A.

To automate the preprocessing, we fine-tuned the YOLOv3 detector21 on the skull regions and markers. 
Additionally, we used a landmark detector trained from scratch for pose standardisation. These automated 
preprocessing steps were robust, and all data were processed without critical failures.

Marker removal
Artefacts in images (e.g., “R” or “L” indicating the direction, as shown in Fig. 1B), especially those located near 
the regions of interest and/or having sharp contrasts, introduce undesirable effects in classification pipelines22. 
These effects can be mitigated through training on large datasets; however, it is desirable to remove these artefacts 
during preprocessing owing to the scarcity of medical images. To this end, we detected X-ray markers using the 
fine-tuned YOLOv3 and removed them using an inpainting algorithm23. As shown in Fig. 1B, the algorithm 
fills in the missing parts by propagating information from neighbouring pixels. Moreover, Gaussian blur with 
a kernel size of 7 × 7 was applied to the regions to further reduce boundary artefacts24. The entire inpainting 
process is illustrated in Fig. 1B.

Standardisation
Although the AP-view images contained regular poses, the lateral-view images showed strong inter-variation. 
The head pose, measured as the angle formed by the lines connecting the supraorbital ridge and central incisor, 
varied from 45–115°. These fluctuations can undermine the consistency of the analysis and impede accurate 
feature extraction and localisation. To address this issue, we employed a landmark detector, whose architecture 
is illustrated in Fig. 1C. It can predict the positions of the supraorbital ridge and the central incisor from an input 
image. Based on these detected points, we compensated for the rotation from the standard position, as shown in 
Fig. 1C (the standard angle was set to 81°).

We also detected skull regions using the fine-tuned YOLOv3 detector. The images were cropped to minimise 
changes in input scales and remove backgrounds, which improved the efficiency of the training process and 
generalisation performance of the model. Finally, we applied histogram equalisation to normalise the distribution 
of the intensity ranges25.

Training
The YOLOv3 model was fine-tuned on a dataset comprising 250 normal and 250 CSO cases to detect “Skull” and 
“X-ray marker” from cranial X-ray images. This model employs an input resolution of 416 × 416, a batch size 
of 8, and a learning rate of 1e-3. The model was optimised through classification, localisation, and confidence 
losses21, and exhibited a mean intersection over union (mIOU) value of 0.866 and mean average precision 
(mAP) of 0.991.

Additionally, the landmark detector shown in Fig. 1C, which was designed to yield the coordinates of the 
supraorbital ridge and central incisor from lateral-view images, was trained on 250 normal and 250 CSO cases. 
Model training was optimised using mean squared error (MSE) loss, with an input resolution of 400 × 500, batch 
size of 4, and learning rate of 1e-3. It exhibited an average root mean square error (RMSE) of 6.13.

CSO and suture-line classification
The overall process of the proposed CSO-classification method is shown in Fig.  2A. First, the preprocessed 
images are fed into the CSO classifier and if CSO is detected, five suture-line classifiers are applied to determine 
the presence of CSO on each suture line.

CSO classification Deep-learning models, such as CNNs, can perform effective image identification26–28; how-
ever, they require a considerable amount of training data, which are often lacking in most medical contexts. 
Thus, we adopted a transfer-learning strategy to fine-tune the pretrained backbones.

The architecture of the proposed network comprises three blocks: (a) deep feature extraction, (b) feature 
fusion, and (c) fully connected layers. As shown in Fig. 2B, deep features from are extracted from two images 
(AP- and lateral-view) and concatenated. Subsequently, L2 normalisation is applied to each feature map to 
ensure that the results are not heavily biased towards a single side. Similar to Chandola et al29., we adopted a 
decision-level feature fusion approach wherein features are fused through concatenation30; this approach offers 
several advantages over other fusion methods, such as averaging and pooling. Fusion by concatenation allows 
expanding the feature space to ensure that the integrated features can easily preserve the original information. 
Finally, these fused features are fed into fully connected layers comprising two hidden layers with 128 and 32 
neurones.

The proposed method was evaluated using six backbones: AlexNet31, VGG1932, ResNet18, ResNet5033, 
DenseNet-1213, and EfficientNet-B034.

Suture-line classification for CSO We classified the suture lines into five types: sagittal, left-coronal, right-cor-
onal, left-lambdoid, and right-lambdoid35,36. Because these labels are non-exclusive, it was natural to formulate 
this problem as multi-label classification (using sigmoid instead of softmax). However, multi-label classification 
using a single backbone yields poor performance probably due to the varying number of samples in each class 
and lack of data for some combinations. We addressed this problem by developing five independent detectors 
using the one-versus-all approach37. The overall methodology is illustrated in Fig. 2A. Additionally, each detec-
tor had the same architecture as the CSO detector, as shown in Fig. 2B.
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Training details This study employed six classification models: one for CSO classification and five for su-
ture-line classification. All models adopted a batch size of 8 and learning rate of 1e-4. Model training was op-
timised through the cross-entropy loss function using the Adam optimiser38. The input images were resized to 
224 × 224 pixels.

Experiments
This section presents the details of the datasets and training methods employed in this study. Additionally, the 
effectiveness of the proposed approach was evaluated using various metrics: accuracy (Acc), precision (Pre), 
sensitivity (Sen), specificity (Spec), and F1 Score (F1). The experiments were conducted using the PyTorch 
framework on a setup comprising an Intel(R) Core(TM) i5-13400 CPU running at 2.50 GHz, Nvidia GeForce 
RTX 3090 graphics card, and 32 GB of RAM.

Fig. 2. (A) Overall process of the proposed CSO-classification method. (B) Architecture of the CSO and 
suture-line classifier.
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Dataset
The CSO diagnoses in the data employed were validated by paediatric surgeons with more than 15 years of 
experience. The normal dataset comprised cases confirmed through medical examinations as having no skull-
related symptoms or disorders. This study included 1,047 cases classified as normal and 277 diagnosed with 
CSO between 2006 and 2023. Each patient underwent AP- and lateral-view X-ray imaging. Analyses using the 
Mann–Whitney U test39for age distribution exhibited a p-value of 0.131, indicating no significant difference, and 
that using the chi-squared test40 for sex distribution yielded a p-value of 0.111. These results confirmed that the 
dataset was structured, thereby ensuring that these variables did not affect the classification results. A summary 
of the dataset is presented in Table 1.

Training, validation, and test split
As illustrated in Fig. 2A, we used six detectors with the same architecture. However, the training, validation, and 
test sets for each detector required adjustments according to their specific roles. For the CSO detector, a deep 
neural network was trained to differentiate C from N (see the notations in the bottom row of Table 1). For the 
sagittal detector, we used S and C ∩ Sc as we assumed that its input comprised least one CSO case. The sets for 
the other cases were defined in a similar manner.

Results and discussion
CSO classification
The CSO-classification performance was evaluated using six CNN backbones: EfficientNet-B0, DenseNet-121, 
ResNet50, ResNet18, VGG19, and AlexNet; the results are summarised in Table 2 and their confusion matrices 
are presented in Fig. 3A. The four CNN backbones with the best performances exhibited similar F-1 scores. 
These results can be attributed to two factors: (a) the number of parameters, which are important for transfer 
learning, especially if the amount of training data is limited (see the #Params column in Table  2) and (b) 
architectural optimisations, such as residual connections, are beneficial for X-ray images. As shown in Fig. 3B, 
all CNN backbones obtained area under the receiver operating characteristic curve (AUROC) values of > 0.93, 
suggesting potential for early monitoring and diagnosis of CSO.

Ablation study
Additionally, we conducted an ablation study to evaluate the effects of each preprocessing step. Only the results 
for ResNet18 are presented because the other backbones exhibited similar patterns. The results presented in 
Table 3indicate that each preprocessing step improved the performance. Similar to previous studies, we found 
that image standardisation is crucial. Additionally, they confirm that histogram equalisation is an essential 
component for X-ray image analysis41,42.

Suture-line classification
The suture-line classification performances of the six CNN backbones are summarised in Suppl. Table S1 and 
Suppl. Figure S3, which support our previous discussion on CNN backbones. The F1-scores in Suppl. Table S1 
indicate that the classification performances for the sagittal and right-coronal suture lines were higher than those 
for the other lines. This can be attributed to the presence of more samples for these lines, as listed in Table 1. 

CNN backbones F1 Sen Spec Pre Acc #Params

EfficientNet-B0 0.954 0.929 0.995 0.981 0.981 5.3 M

DenseNet-121 0.973 0.982 0.990 0.965 0.989 7.6 M

ResNet50 0.965 0.982 0.986 0.948 0.985 25.6 M

ResNet18 0.973 0.964 0.995 0.982 0.989 11.5 M

VGG19 0.833 0.804 0.967 0.865 0.932 144 M

AlexNet 0.870 0.893 0.957 0.847 0.943 62.4 M

Table 2. Performances of the six CNN backbones.

 

Normal

CSOs

TotalSagittal Left coronal Right coronal Left lambdoid Right lambdoid ≥ 1 CSOs

Train 628(428) 73(44) 28(17) 41(23) 23(13) 14(10) 165(93) 793(521)

Valid 210(133) 26(16) 12(5) 15(5) 8(3) 7(4) 56(29) 266(162)

Test 209(143) 25(11) 12(10) 17(14) 8(4) 7(4) 56(34) 265(177)

Total 1047(704) 124(71) 52(32) 73(42) 39(20) 28(18) 277(156) 1324(860)

Notation N S Lc Rc Ll Rl C N ∪ C

Table 1. Dataset employed in this study. n(m) indicates n AP and lateral-view images and m Towne-view 
images. C = S ∪ Lc ∪ Rc ∪ Ll ∪ Rl. Note that we obtained #(C) < #(S) + #(Lc) + #(Rc) + #(Ll) + #(Rl) due to the 
intersections between cases.
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Fig. 3. (A) Confusion matrices for the six CNN backbones: (a) EfficientNet-B0, (b) DenseNet-121, (c) 
ResNet50, (d) ResNet18, (e) VGG19, and (f) AlexNet. (B) AUROC values for the six CNN backbones.
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Despite architectural advances in deep learning, the quality and quantity of data remain crucial for model 
performance. Finally, the classification performances of the ResNet18 backbone for each suture-line detector 
are listed in Suppl. Table S2.

The results of gradient-weighted class activation mapping (Grad-CAM)43 are shown in Suppl. Figure S1. All 
Grad-CAM results are averages of the test set results. The CAM was overlaid on each suture line. The two coronal 
detectors tended to focus on the frontal parts, whereas the two lambdoid detectors focused on the head (Suppl. 
Figure S1). However, each detector did not simply focus on a single suture line but rather on the overall shape 
of the head.

Experiments on the number of training samples
Figure 4A illustrates a typical pattern of training curves: as the number of training samples increases, training 
error rise while validation error decrease. It is crucial to have enough data to reduce the gap between these errors 
to an acceptable range, ensuring good generalization. In our task, we determined that a total of 440 positive 
samples and 50 negative samples are required, as shown in Fig. 4B. Specifically, more than 50 samples per class 
are necessary. We attribute the relatively small number of required samples to the simple network structure, 
preprocessing, and pretraining.

Experiments incorporating Towne view images
In practical clinical applications, Towne-view images, such as those shown in Suppl. Figure S2, aid in diagnosing 
CSO because they provide a clear view of the posterior and basal structures of the skull44. We added an additional 
CNN backbone to the architecture shown in Fig. 2B (three inputs in parallel) to exploit Towne-view images. 
They were preprocessed in the same manner as that employed for the AP-view images shown in Fig. 1A, and the 
results are shown in Suppl. Figure S2. The models were trained using the same protocol described above. Since 
the classification accuracy for CSO is nearly saturated with two views, further improvements are marginal—the 
accuracy increases by only 0.01. However, considering that the number of normal samples decreases from 628 
to 428, and the CSO samples from 165 to 93 in the three-view experiments, we can conclude that incorporating 
Towne view images effectively enhances CSO classification accuracy.

Fig. 4. (A) Typical training curve and (B) Training curve for our CSO classification. Our CSO classification 
model demonstrates effective performance with a minimum of 50 samples per class, likely due to its simple 
architecture and the preprocessing and pretraining methods used.

 

Preprocessing configuration F1 Sen Spec Pre Acc

No preprocessing 0.822 0.786 0.965 0.863 0.929

W/o cropping 0.833 0.804 0.967 0.865 0.932

W/o head-pose standardisation 0.895 0.911 0.970 0.879 0.955

W/o X-ray marker removal 0.914 0.946 0.971 0.883 0.962

W/o hist equalisation 0.926 0.893 0.991 0.962 0.970

Proposed preprocessing methods 0.973 0.964 0.995 0.982 0.989

Table 3. Ablation study results.
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We also incorporated Towne view images into the suture line classification, with the results presented in 
Table 4. In this experiment, we used the same number of training samples for both the three-view and two-
view methods. This approach allows us to quantify the contribution of Towne view images while maintaining 
a constant number of training samples. Specifically, we used 44, 17, 23, 13, and 10 positive samples for each 
respective suture line classifier.

When compared to Suppl. Table S2, performance seems to decrease with the addition of Towne view 
images (three views). However, when comparing results using the same number of samples (within Table 4), 
the addition of Towne views results in a slight performance improvement. Based on these experiments, we 
cautiously anticipate that performance will likely improve when the number of samples for each suture line 
exceeds 50, with the inclusion of Towne views further enhancing the results.

However, our conclusions should be interpreted with caution. Our findings indicate that a minimum of 50 
images per class is needed to adequately capture the variability in the data. Performance tends to deteriorate 
below this threshold. To confirm the generalizability of the proposed method, a significant number of additional 
clinical tests will be required.

Conclusions
This study introduced a deep-learning model designed for CSO and suture-line classification using 2D cranial 
X-ray imaging. Although the experiments involving Towne-view images showed suboptimal results, we believe 
that the poor performance was due to the limited number of samples. By incorporating various views, including 
sagittal, anteroposterior, and Towne, the proposed model is expected to achieve more robust performance. 
This highlights the potential of artificial intelligence-assisted methodologies for enhancing the diagnostic 
accuracy and efficiency for CSO. Owing to the demonstrated efficacy of our CNN model for processing 2D 
skull X-ray images for CSO classification, it is reasonable to anticipate that it can potentially enhance access to 
CSO treatments. Deployment of this model as a screening tool in clinical settings is expected to increase early 
treatment rates by enabling faster and more accurate diagnoses. Moreover, this approach offers the potential 
to incidentally detect CSO during X-ray assessments of unrelated cranial anomalies, thereby broadening the 
scope of classification and ensuring that early interventions can be performed for a higher number of affected 
infants. Such advancements in diagnostic technology signify a pivotal step in the comprehensive management 
of CSO, promising not only to improve patient outcomes, but also to facilitate more efficient allocation of 
healthcare resources. Our analysis of the CNN backbones suggests that skull X-ray-based diagnostic models can 
be potentially extended to various diseases.

Despite these advancements, it is imperative to acknowledge that the gold standard for CSO diagnosis is 
CT modelling because of its unparalleled precision for detailing cranial structures. Therefore, in a future work, 
we will explore the feasibility of 2D to 3D CT reconstruction using skull X-ray data to bridge the gap between 
the practical applications of X-ray imaging and the diagnostic superiority of CT models45,46. In conclusion, this 
study underscores the impact of integrating artificial intelligence with medical imaging, while further evidence 
is required to confirm that this is sufficient for clinical diagnosis. These results highlight the possibility but 
should not be taken as definitive proof, and additional methods may need to be explored to enhance early 
diagnosis. Our findings not only reinforce the potential of artificial intelligence in medical diagnostics but also 
open avenues for further exploration of 3D imaging and reconstruction techniques, promising considerable 
advancements in the screening procedures of cranial disorders.

Data availability
The datasets generated during and/or analysed during the current study are available from the corresponding 
author on reasonable request.
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