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Abstract: The internet’s future architecture, known as Named Data Networking (NDN), is a creative
way to offer content-based services. NDN is more appropriate for content distribution because of its
special characteristics, such as naming conventions for packets and methods for in-network caching.
Mobility is one of the main study areas for this innovative internet architecture. The software-defined
networking (SDN) method, which is employed to provide mobility management in NDN, is one of
the feasible strategies. Decoupling the network control plane from the data plane creates an improved
programmable platform and makes it possible for outside applications to specify how a network
behaves. The SDN is a straightforward and scalable network due to its key characteristics, including
programmability, flexibility, and decentralized control. To address the problem of consumer mobility,
we proposed an efficient SDPCACM (software-defined proactive caching architecture for consumer
mobility) in NDN that extends the SDN model to allow mobility control for the NDN architecture
(NDNA), through which the MC (mobile consumer) receives the data proactively after handover
while the MC is moving. When an MC is watching a real-time video in a state of mobility and
changing their position from one attachment point to another, the controllers in the SDN preserve the
network layout and topology as well as link metrics to transfer updated routes with the occurrence
of the handoff or handover scenario, and through the proactive caching mechanism, the previous
access router proactively sends the desired packets to the new connected routers. Furthermore, the
intra-domain and inter-domain handover processing situations in the SDPCACM for NDNA are
described here in detail. Moreover, we conduct a simulation of the proposed SDPCACM for NDN
that offers an illustrative methodology and parameter configuration for virtual machines (VMs),
OpenFlow switches, and an ODL controller. The simulation result demonstrates that the proposed
scheme has significant improvements in terms of CPU usage, reduced delay time, jitter, throughput,
and packet loss ratio.

Keywords: software-defined networking; OpenFlow; Named Data Networking; mobility management;
handover handling

1. Introduction

The present network infrastructure is undergoing effective content delivery due to
IP-dependent routing, as well as host-to-host exchanges of data in practice and loca-
tion depending on IP. This innovative tool for the Internet of Things (IoT) addresses
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these issues. The whole internet architecture has become more sophisticated as a result.
Information-centric networking (ICN), a potential future internet design, has been devel-
oped to address these challenges. The fundamental principle of the ICN design is to use
location-independent naming to separate data (service) from the physical devices storing
it [1–3]. To improve content distribution for users, ICN offers the chance to switch from
IP-based routing to name-based routing, which is independent of location and has a cache
for storing material.

ICN seeks to transform the current Internet model from a challenging one to a simple
and common one. The distinguished node is certainly not the crucial networking compo-
nent (servers, switches, terminals). The network conducts all of its operations in accordance
with ICN’s defined content objectives. In an ICN design, the router would search for a
particular piece of content when a user indicated an interest in it. The user would receive
the content if it were discovered. As a result, ICN has a variety of characteristics, includ-
ing self-secured content, local multicast, name-based routing, and location-independent
naming [4].

Content-centric networking (CCN), data-oriented network architecture (DONA), along
with network of information (NetInf), as well as the publish-subscribe internet routing
paradigm (PSIRP), and NDN are just a few of the ICN architectures that have been pre-
sented [5–8]. In order to distribute content efficiently, for example, video streaming, audio
streaming, and P2P sharing of data, NDN is considered a future design intended for the
internet. It has come to be regarded as an alternative structure for the standard IP-related
networking, employing name for routing as a substitute for IP. The data packet contains
information like a digital signature, signed documents, and so on. The interest packet
also contains information like the name of the seeking material. NDN promotes customer
mobility as well. Consumer mobility is experiencing a number of problems, including
connection initiation, data packet forwarding, and response delay.

The main goal of ICN is to address IP network restrictions through name-based routing
and caching within the network in order to reduce bandwidth use and provide location-
independent access to content through several paths as well as mobility management. The
fundamental tenet of the present internet architecture is that information is transferred
from one point to another and between clients and servers throughout communications.
Via specialized routers with caches, which are made up of three tables called the pending
interest table (PIT), forwarding information base (FIB), and content store (CS), across which
data may be retrieved, NDN shifts the focus from locations (destinations and origins) to
the information in itself. As a result, the network should not suffer as of connecting with a
server through requesting information in itself [9].

The following are some mobility-related difficulties that the author mentioned in [10]:
Mobile devices having mobility features may move between different points of attachment
(PoA) with the least amount of handover latency and without affecting the transmission
of content, much like in the ICN design. A PoA allows for mobile nodes in order to
join a network. Moreover, mobility was therefore split into mobility regarding producers
and mobility for consumers. The author claims in [11] that consumer mobility naturally
complements the consumer-driven orientation of the NDN. As soon as the mobile user
changes to a new PoA, then the I_ packets will be present to perform transmission to keep
on typically or to restart after handoff. In contrast to IP designs, the creators of portable
content face little difficulties [12].

In order to maintain the availability and location of their content for consumers and
center routers, content producers must be able to move their material across locations as
quickly as feasible. This is referred to as producer mobility. As a result, the author of [13]
concluded that NDN does not aid producer mobility from a unique perspective on mobility
assistance. NDN is impacted by a scaling issue with routing table size. Additionally, when
providers relocate to a new location, the name system presents major scalability issues [14].
Significant handoff delay and excessive I_packet losses while broadcasting to a producer’s
prior location are other problems that need to be rectified [15,16]. The I_packets continue to
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follow the prefix trail in the FIB whenever a producer switches locations, thus failing to get
to the producer and being dropped. Due to the indirect points utilized to allow producer
mobility, the data channel is likewise constrained and difficult. As a result, there is a long
handoff interval as a result of conditions.

Problem Formulation and Our Proposed Solution

The authors in [17] suggested the mobility link service (MLS), which runs in the
NDN interface and is in charge of managing a connection for a transaction. Due to the
regularly shifting locations of users, the fundamental benefit of MLS is reusing the existing
connection regarding a transaction as opposed to starting a new connection. The current
connection is damaged if a consumer changes its position away from the adjacent node,
and the data cannot be entirely received due to handover. Therefore, in this instance, the
connection is reinstated rather than established anew, and fresh content requests are made
to the original, but new, NAR. As a result, the data for the remaining material are delivered
by the prior NAR to the NDN producer, who then forwards it toward the new NAR, which
has been requested by the user already. The following, Figure 1, shows the existing [17]
problem statement and provides our proposed solution, SDPCACM. In the existing work
of [17], the NDN producer can send a video containing packets A, B, C, and D to NAR-1,
as shown in Figure 1. The NAR-1 sends these video streaming packets to the MC. Let us
consider that the MC is watching a real-time video in a case of mobility, and this real-time
video is contained in packet A, which is accessed by the MC through AP-1. When an MC
moves to the next location and is connected to AP-2, the remaining packet B is provided to
the MC through AP-2. Now the MC has changed their position and connected to the next
AP, thus moving to AP-4 from AP-3. In this instance, the connection is reinstated rather
than established, and fresh content requests are made to the original new NAR-2. As a
result, the data for the remaining material, i.e., packets C and D, was delivered by the prior
NAR-1 to the NDN producer, who then forwarded it to the new NAR-2, which has been
requested by the user already, as shown in Figure 1.

Electronics 2023, 12, x FOR PEER REVIEW 3 of 21 
 

 

a producer’s prior location are other problems that need to be rectified [15,16]. The I_pack-
ets continue to follow the prefix trail in the FIB whenever a producer switches locations, 
thus failing to get to the producer and being dropped. Due to the indirect points utilized 
to allow producer mobility, the data channel is likewise constrained and difficult. As a 
result, there is a long handoff interval as a result of conditions. 

Problem Formulation and Our Proposed Solution 
The authors in [17] suggested the mobility link service (MLS), which runs in the NDN 

interface and is in charge of managing a connection for a transaction. Due to the regularly 
shifting locations of users, the fundamental benefit of MLS is reusing the existing connec-
tion regarding a transaction as opposed to starting a new connection. The current connec-
tion is damaged if a consumer changes its position away from the adjacent node, and the 
data cannot be entirely received due to handover. Therefore, in this instance, the connec-
tion is reinstated rather than established anew, and fresh content requests are made to the 
original, but new, NAR. As a result, the data for the remaining material are delivered by 
the prior NAR to the NDN producer, who then forwards it toward the new NAR, which 
has been requested by the user already. The following, Figure 1, shows the existing [17] 
problem statement and provides our proposed solution, SDPCACM. In the existing work 
of [17], the NDN producer can send a video containing packets A, B, C, and D to NAR-1, 
as shown in Figure 1. The NAR-1 sends these video streaming packets to the MC. Let us 
consider that the MC is watching a real-time video in a case of mobility, and this real-time 
video is contained in packet A, which is accessed by the MC through AP-1. When an MC 
moves to the next location and is connected to AP-2, the remaining packet B is provided 
to the MC through AP-2. Now the MC has changed their position and connected to the 
next AP, thus moving to AP-4 from AP-3. In this instance, the connection is reinstated 
rather than established, and fresh content requests are made to the original new NAR-2. 
As a result, the data for the remaining material, i.e., packets C and D, was delivered by 
the prior NAR-1 to the NDN producer, who then forwarded it to the new NAR-2, which 
has been requested by the user already, as shown in Figure 1. 

 
Figure 1. Problem statement and proposed solution. 

The distinctive qualities of SDN, including its adaptability and programmability, 
along with dynamic resource allocation, can aid in meeting the performance and control 
needs of NDN. Through NDN, we imply that the data has several places, and the SDN 
chooses which site the data is transmitted through to fulfill the user request and preserve 

Figure 1. Problem statement and proposed solution.

The distinctive qualities of SDN, including its adaptability and programmability, along
with dynamic resource allocation, can aid in meeting the performance and control needs
of NDN. Through NDN, we imply that the data has several places, and the SDN chooses
which site the data is transmitted through to fulfill the user request and preserve the
flow of information as well as the network’s stability. To put it another way, the SDN
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can find the paths for data transfer if the data is already present in the router cache. In
addition to enhancing productivity, scalability, flexibility, and security, SDN routing may
help everyone make a smooth transition to a new network design [9]. To cope with the
above-discussed issues faced in NDN consumer mobility and to tackle the advantages of
SDN, we move toward the design of SDPCACM as shown in Figure 1, in which the SDN
controller preserves the network layout and topology as well as link metrics to transfer
updated routes with the occurrence of the handoff or handover scenario. Moreover, the
proactive caching mechanism in SDPCACM is used, in which the consumer’s data packet is
proactively disseminated to the following nearby connected routers by the previous access
router. The term “proactive caching” refers to a group of techniques used to act before
a consumer issues a mobility-related interest packet or changes their current position.
For SDN-based NDN consumer mobility concerning a real-time video, we employ a
proactive caching approach that allows us to get the data straight from the newly connected
attachment point (AP) after handover. In this way, the packets are delivered to the user
without any handover-corresponding delay, which improves the packet delivery ratio by
reducing handover delay time, jitter, improving CPU utilization, and throughput, as well
as improving packet loss ratio.

The following are the paper’s key contributions:

1. The design of SDPCACM (software-defined proactive caching architecture for con-
sumer mobility) in NDN that extends the SDN model to allow mobility control for the
NDN architecture (NDNA), through which the MC (mobile consumer) receives the
data proactively after handover while the MC is moving. When an MC is watching
a real-time video in a state of mobility and changing their position from one access
point to another, the controllers in SDN preserve the network layout and topology
as well as link metrics to transfer updated routes with the occurrence of the handoff
or handover scenario, and through the proactive caching mechanism, the previous
access router proactively sends the desired packets to the new connected routers.

2. We also illustrate the SDPCACM with respect to NDN regarding the intra- along with
inter-domain handover management scenarios to sustain routing stability with the ex-
istence and presence of consumer mobility. Additionally, we present the SDPCACM’s
ability to efficiently control consumer mobility as well as request stuffiness issues, to
decrease the loss of interest, and the hand-off delay for data packet.

3. This paper offers an illustrative methodology and parameter configuration for virtual
machines (VMs), OpenFlow switches, and real open daylight (ODL) SDN controllers.

4. Finally, we conduct the simulation of the proposed SDPCACM for NDN using an
emulated environment that is transmittable on the hardware directly. The experimen-
tal result shows that our scheme is significant in terms of delay time, CPU usage,
packet loss ratio, jitter, and throughput, etc. Moreover, we make comparisons using
experiments for NDN, SDN, and our proposed approach of leveraging SDN in NDN
for mobility.

The rest of the paper is arranged as follows. Section 2 comprises of a background study
and review of the literature which gives an overview of both SDN together with NDN
architecture, as well as offers a review of the literature regarding NDN mobility designs.
In Section 3, we describe the proposed architecture for NDN mobility that leverages SDN.
Additionally, the intra-domain and inter-domain handover processing scenarios in the
SDPCACM intended for NDN are described in this section. Section 4 consists of a discussion
on the simulation environment and performance analysis of the suggested SDPCACM of
NDN. Finally, Section 5 includes the conclusion and a summary of the results of the paper.

2. Background and Literature Review

Herein, we present a comprehensive literature assessment in the following subsections,
including research about NDN, the methodology intended for its interest as well as a
mechanism for forwarding, the SDN and its architecture, along with a review of mobility
in NDN.
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2.1. Named Data Networking (NDN) Overview

In order to efficiently distribute material such as streaming videos, music, and P2P
services intended for data sharing, NDN is regarded as a future design with respect to the
internet. In addition, it uses names to route packets rather than IP addresses and stores data
in a cache [6–8]. Interest and data packets are the two categories of packets used in NDN.
Moreover, the data packet includes information like a digital signature, signed documents,
and so on. The interest packet also contains information like the name of the content being
sought. The CS, PIT, and FIB are the three tables that make up the NDN node as shown
in Figure 2. To store the data locally, CS is utilized, however, the PIT is applied to retain
the interface between FIB and the consumer, it is also used as a forwarding strategy as
illustrated in Figure 2. Each table has a distinct function. The router verifies the contents
of data with the interested party’s name in the CS when they show up at the router for
placement of content. The PIT entails an interest list for future data, which is where the
router searches if the data is not discovered in the CS. It is sent to the consumer if the
operation accomplished on the look-up table has been successful; if not, it is verified with
PIT before sending the packet of interest to the source. The router comprising of the whole
interests that have conveyed but have not yet been satisfied are kept in the PIT. In this
scenario, the interest packet is ignored since we know the router does not have the content
and does not know how to deliver it from the source if no concerned entity is located. The
forwarding strategy is maintained by the FIB, which also chooses how and when to convey
interest [18].
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2.2. SDN Model for NDN

The division of the network control from the data plane is the fundamental feature of
SDN. As illustrated in Figure 3, SDN designs are composed of three layers: the infrastruc-
ture layer, the control, and the application layer. On conventional networks, the traffic will
be distributed or transmitted, preventing them from having a comprehensive overview of
the whole network. On the other hand, because they have logically centralized control, the
SDN controller will retain the global perspective of the network.
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2.2.1. A. Infrastructure Layer

The infrastructure layer contains a number of network components that may exchange
information and connect with one another, such as switches and routers. These devices
carry out two tasks: they gather network status data, temporarily store it, and relay it to
the controller. In addition, the second step entails processing the packet in accordance with
the precise rules that the controller applies to the packets [20].

2.2.2. B. Control Layer

The management of network traffic falls within the purview of the control layer. It
is made up of SDN controllers that allow for logical network control and give an overall
picture of the underlying devices of the network. It is the SDN middle or control layer,
through which the applications which execute on the controller control the behavior of the
infrastructure layer [21].

2.2.3. C. Application Layer

Through various APIs, the application layer offers access points for various services.
Northbound interfaces are used on devices to implement numerous APIs that are built for
this layer’s diverse functions [21].

2.3. Review of NDN Mobility

The author of the study [5] introduced a brand-new networking model called ICN.
Through this review, they look at several crucial aspects, such as techniques for naming as
well as routing, along with in-network caching options, and so on, as well as characteristics
that distinguish the benefit of actually implementing ICN, unresolved research issues, and
fresh appeal in this field. We provide a user mobility NDN communication model in the
scheme [17] where interest and data packets are transferred with a single transaction unit.
The link for transactions would be established through the mobility link service (MLS)
suggested in this article, which operates in NDN.

Due to the regularly shifting locations of users, the fundamental help of MLS is in
reusing the existing connection regarding a transaction as compared to starting a new
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connection. The current connection is damaged if a consumer changes their position
away from the adjacent node, and the data cannot be entirely received owing to handover.
Therefore, in this instance, the connection is reinstated rather than being established anew,
and fresh content requests are made to the original new NAR. As a result, the data for
the remaining material was delivered by the prior NAR to the NDN producer, who then
forwarded it toward the new NAR, which was requested by the user already [17]. The
transaction is carried out using an IP-based architecture, as designated in the literature [22],
which generates a simulation atmosphere for the NDN model to analyze performance
in case of a mobile consumer changing their position between points to check the rate
of generation for the interest packets leveraging and employing ndnSIM within the NS3
simulator.

An interest packet generated by a mobile user is initially wrapped with an IP header
and sent to the NDN node through the associated AP. The packet is de-encapsulated and
routed on the NDN layer when it gets an NDN node, which takes away the IP header from
the packet. Additionally, the NDN node delivers IP header-encapsulated data packets to
mobile users and returns them [22]. The technique will be explained in more depth for the
SDN setting when utilizing OpenFlow, as explained in [23], where a method is provided
that is based on hashing content names with the address field inside IP packets.

OpenFlow 1.0 and User Datagram Protocol (UDP) are used to implement this method.
The UDP packet’s payload contains the NDN packets that have been encapsulated. Interest
and data packets are assigned to two separate port numbers. As a result, the switches may
operate with both NDN and IP structures. This creates the routers prepared to detect these
two NDN packets with further identification of IP packets from packets in NDN. There
is no need in OpenFlow for directing packet payloads, hence NDN routers must be able
to conduct longest prefix matching (LPM) on packet names. Consequently, the names are
(encrypted), i.e., hashed and added to the packet header’s IP field.

The authors in [24] demonstrate how the prediction of location can be utilized to
perform the anchorless management of mobility and to guarantee a seamless handover for
the producer with real-time communication for a multi-media environment. The results
show that the methodology reduces round-trip time and handover latency.

In [25], authors enhanced and optimized a popular scheme for an anchor-based
approach via an arrangement of multi-layer anchor nodes based on network topology in
a hierarchical way, which is known as an anchor chain. Moreover, the interest packets
are forwarded toward the producer, which also pass by it. As the producer changes its
location, the newly produced anchor chain can reuse the prior forwarding route to guide
further interests according to the modified location for the producer as well, as to reduce
the drop rate of the interest packets. In addition, they introduce a mechanism for mobility
preprocess that leverage connectionless as well as multi-path packet forwarding within
the NDN to create the forwarding path for future interest in advance, that supports the
producer to perform a seamless handover. The authors show, using numerical analysis,
that their approach reduces latency during the handover and improves response ratio.

Similarly, the work in [26] suggests a mobility service managed in NDN which is
accountable for supervision when a connection is performing a transaction. Hence, the new
connection is determined in this manner that is intended for the transaction. Additionally, it
hides the connection distortion from the new transaction. Through establishing a mobility
service link to the NDN, the mobile service for the consumer is visible to the remaining
NDN architecture. Consequently, the consumer’s mobile service, as well as the architecture
of NDN can be developed individually. The analytical evaluation and the results from
simulation show that the author’s proposed method reduces the transmission of data.
Furthermore, the handover latency is compared with respect to the original solution for
NDN mobility.

In [27], the authors proposed a mobility architecture for NDN that leverages SDN. The
architecture was illustrated with a single controller and multi-controllers in SDN. However,
there were no proof-of-concept experiments to evaluate the validity of the given strategy.
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Moreover, the procedure was not effectively demonstrated with more details. Hence, our
proposed scheme overcomes the limitations of the previous methods. In the following
sections, we demonstrate our SDPCACM for NDN. Moreover, we provide the experimental
setup and evaluation of our suggested approach.

3. Proposed Scheme

We introduced the idea of SDN technology and the design of an SDPCACM that
improves QoS in mobility management.

3.1. Proposed SDPCACM Design for NDN

We will go on with an SDN-based NDN architecture once we have thoroughly re-
viewed the literature and comprehend these two networking innovations (NDN and SDN).
These two emerging technologies (NDN, as well as SDN) are now being evaluated and
developed by the global research community because of their characteristics and practical
applications. Thus, developing an efficient mobility strategy for an NDN architecture
based on SDN is essential. To combat this, we provide an effective and efficient SDPCACM
suggested for NDN. The mobility and network model for the proposed software-defined
routing are described below.

3.1.1. Network Model

Three planes—the administration plane, the control plane, and the data plane—make
up the proposed SDN architecture. Though the control plane manages all actions of a
router that are employed to gather and distribute traffic to cope with the performance of the
network, the management plane is made up of various APIs created for various objectives
and implemented upon devices by means of a northbound user interface. The data plane is
made up of forwarding devices which forward packets, together with data and interest
packets.

For the integration of these controllers to work together on the control plane, a mobility
management program is needed. Northbound interfaces are used for communication
between the SDN controller and the mobility management application. To facilitate the
task of dissemination of mobility supervision applications, the communication between
the SDN and the central controllers is carried out via an east–west contact interface. The
controller, however, has a strong understanding of the status of the mobile consumers
(MCs) as connected with the devices to send the packets to the MCs through a southbound
interface, which is utilized for the collaboration of the data and control plane.

Three network elements—the NDN router, the user (MC), which includes an NDN
access router (NAR) along with the NDN producer, as well as the controller as illustrated
in Figure 4—are included in our planned architecture.

A. User

Data must be able to be pushed or pulled from the NDN by the user. If a user wants
to add new material to the network, they may do so simply. If they want to retrieve data
from the network, they submit a request to the NDN that contains their name.

B. NDN Router

The FIB, PIT, and content store (buffer memory) are the three main data structures
found in every NDN router. The PIT records every interest and associates it with the
network interfaces that receive pertinent requests. Data is then returned through the
reverse request path utilizing this state. Since NDN supports on-path caching, a content
object may be cached so that it may be sent in response to later requests for the same
item (CS). The size, as well as popularity distribution for the object population, define the
memory need for a specific traffic reduction [28].
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C. Communication Procedure

NDN routers can communicate with the controller either directly (by sending report
messages, for instance), or through a neighboring OF switch, which delivers reports
delivered in a packet-in-packet (the OF switches send unspecified packets to controller).
The OpenFlow channel, the OpenFlow protocol, and control messages (like traffic control
messages) are all used in all of these techniques [28].

D. SDN Controller

The SDN controllers play a critical role in managing the mobility of network devices
and users in a network. Here are some of the ways in which SDN controllers are important
in mobility:

1. Centralized control: SDN controllers provide a centralized point of control for network
devices, enabling network administrators to manage and control network traffic in
real-time. This is particularly important in a mobile network where devices are
constantly moving and changing their location.

2. Dynamic routing: In SDN, the network topology can be changed dynamically, allow-
ing network administrators to route traffic to the most efficient path. This is essential
in a mobile network where devices are moving in and out of coverage areas and need
to be rerouted to ensure seamless connectivity.

3. Traffic engineering: SDN controllers allow for fine-grained traffic engineering, en-
abling network administrators to direct traffic to specific devices or areas of the
network. This is important in a mobile network where devices are moving in and out
of coverage areas and need to be directed to the most optimal path.

4. Network segmentation: SDN controllers allow for network segmentation, which
enables network administrators to isolate network traffic from different devices and
users. This is important in a mobile network where devices are constantly moving
and may be carrying sensitive data.

5. QoS control: SDN controllers allow for the implementation of quality of service
(QoS) policies, which enable network administrators to prioritize traffic based on
its importance. This is important in a mobile network where devices are constantly
competing for bandwidth and need to be prioritized based on their importance.Electronics 2023, 12, x FOR PEER REVIEW 9 of 21 
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In a nutshell, SDN controllers are essential in managing the mobility of network
devices and users in a network. They provide a centralized point of control, dynamic
routing, fine-grained traffic engineering, network segmentation, and QoS control, all of
which are critical in a mobile network.

The SDN controller has a precise understanding of the MC’s status. As a result, the
SDN controller determines the routing parameter in support of user mobility in relation
to the introduction of a certain protocol. The southbound API, also known as the Open-
Flow protocol, is how the controller, who has a comprehensive view of the network, can
understand the state of the underlying network. OpenFlow v3.0 has been utilized in this
study.

3.2. Overview of Proposed SDPCACM Corresponding to NDN

In this part, the idea of SDN technology is employed to characterize the NDN’s
software-defined routing mobility.

3.2.1. Initialization Phase

Herein, we explain a scenario in the case where an MC is first connected with an edge
router, which is linked to the NAR that the network controller has configured to enable
NDN transactions. Moreover, the PIT, CS, and FIB make up the NDN node. When a mobile
consumer contacts the router with an interest in content orientation, the router uses their
name in the CS to examine the content data. The customer can then be provided with the
desired info if it is discovered in the CS. The pending interest table (PIT), comprising an
interest list awaiting data, is where the router searches if the data is not found in the CS.
It is sent to the consumer if the operation inside the look-up table is effective; if not, it is
checked with the PIT before sending the interest packet to the provider. In this scenario, the
interest packet is ignored since we know the router does not have the content and does not
know how to deliver it from the source if no concerned entity is located. The forwarding
strategy is maintained by the FIB, which also chooses how and when to convey interest.

The edge router connects to the NAR via an IP router. The way it operates is as follows:
primarily, once a mobile user creates an interest packet, it is further enclosed in an IP header,
then sent to the node of an NDN over the connected AP. The packet is decapsulated when
it gets to an NDN node by removing the IP header, and it is then forwarded in the NDN
layer. The returning data packets are then once again wrapped with an IP header at the
NDN node and sent to mobile users [18].

Inter-domain handovers and intra-domain handovers are the two forms of handovers
that are illustrated below.

3.2.2. A Single SDN Controller Scenario

The inter-domain handover is supervised via a single controller. Therefore, herein, we
demonstrate a scenario when an MC switches from AP-1 to AP-2, AP-3, and AP-4 accessing
data packets from NAR-1 to a different NAR-2 surrounded by the reach of a single SDN
network controller, or a scenario where the source of content and MC are participants or
belong to the same controller. Next, the controller modifies the routing table, comprising
the ID of MCs, interface, and content name, to keep itself aware of this movement via
notifications. Furthermore, it sends updated new flow rules to the NDN access router
(NAR). Once the NAR modifies its routing table according to updated flow entries, then
the packets are destined to the MC, which is shown in Figure 5.



Electronics 2023, 12, 1914 11 of 20

Electronics 2023, 12, x FOR PEER REVIEW 11 of 21 
 

 

The edge router connects to the NAR via an IP router. The way it operates is as fol-
lows: primarily, once a mobile user creates an interest packet, it is further enclosed in an 
IP header, then sent to the node of an NDN over the connected AP. The packet is decap-
sulated when it gets to an NDN node by removing the IP header, and it is then forwarded 
in the NDN layer. The returning data packets are then once again wrapped with an IP 
header at the NDN node and sent to mobile users [18]. 

Inter-domain handovers and intra-domain handovers are the two forms of hando-
vers that are illustrated below. 

3.2.2. A Single SDN Controller Scenario 
The inter-domain handover is supervised via a single controller. Therefore, herein, 

we demonstrate a scenario when an MC switches from AP-1 to AP-2, AP-3, and AP-4 ac-
cessing data packets from NAR-1 to a different NAR-2 surrounded by the reach of a single 
SDN network controller, or a scenario where the source of content and MC are partici-
pants or belong to the same controller. Next, the controller modifies the routing table, 
comprising the ID of MCs, interface, and content name, to keep itself aware of this move-
ment via notifications. Furthermore, it sends updated new flow rules to the NDN access 
router (NAR). Once the NAR modifies its routing table according to updated flow entries, 
then the packets are destined to the MC, which is shown in Figure 5. 

 
Figure 5. Single SDN controller or intra-domain handover operating scenario. 

3.2.3. Intra-Domain Handover Operating Scenario 
This section describes the handover handling scenario of SDPCACM to the NDN. In 

NDN, an MC only needs to know what packet they are requesting from the provider, not 
who provided it. Consider an MC watching a real-time video in a state of mobility at at-
tachment point-1 (AP-1) provided by NAR-1, during this time their position is changing 
and moving from AP-1 to AP-2 and later from AP-3 to AP-4, as shown in Figure 5. The 
following steps will be required. 

Before handover: in NDN architecture, a user MC want to watch a video, first must 
issue an interest packet and then the corresponding data packet is sent back to the MC. 
These data packets are stored in the CS of each intermediary router that delivers them 
[29]. Step 1: when the impending movement event is detected, the user, i.e., the MC, re-
ceives a control interest packet from NAR-1. The handover indication bit is then set to 1 
by NAR-1, which also adds a handover field to the appropriate PIT entries. Following 
that, NAR-1 determines if a given PIT entry matches a data packet when it is received. The 

Figure 5. Single SDN controller or intra-domain handover operating scenario.

3.2.3. Intra-Domain Handover Operating Scenario

This section describes the handover handling scenario of SDPCACM to the NDN.
In NDN, an MC only needs to know what packet they are requesting from the provider,
not who provided it. Consider an MC watching a real-time video in a state of mobility at
attachment point-1 (AP-1) provided by NAR-1, during this time their position is changing
and moving from AP-1 to AP-2 and later from AP-3 to AP-4, as shown in Figure 5. The
following steps will be required.

Before handover: in NDN architecture, a user MC want to watch a video, first must
issue an interest packet and then the corresponding data packet is sent back to the MC.
These data packets are stored in the CS of each intermediary router that delivers them [29].
Step 1: when the impending movement event is detected, the user, i.e., the MC, receives a
control interest packet from NAR-1. The handover indication bit is then set to 1 by NAR-1,
which also adds a handover field to the appropriate PIT entries. Following that, NAR-1
determines if a given PIT entry matches a data packet when it is received. The received
data packet is cached by NAR-1 if the handover indication bit is set to 1 [29]. Step 2: in
the meantime, NAR-1 has sent the control interest packet that contains all of the above
information to the SDN controller. Thus, the SDN has a clear scope of the state of the entire
movement.

During handover: as NAR-1 is aware of MC’s movement and has particular PIT
entries, the specific data packets that come into NAR-1 are not forwarded to the CS and are
only cached. In this way, packets are prevented from being lost on the route to the MC’s old
location [28]. Meanwhile, NAR-1 sends a control interest packet (type: handoff initiation
interest message) to the SDN consolidated controller. Furthermore, the SDN has a clear
reach of the state of the fully updated movement toward the NAR-2.

Step 3: The controller within the SDN chooses the flow entry, hence, an updated
routing table is shared with the NAR-2 to update the significant FIB entries of the routers
providing this packet, triggering proactive caching actions on NAR-2. Therefore, NAR-2
actively initiates requesting and caching data packets previously stored in NAR-1 through
the normal exchange of interest packet/data packet. In this way, NAR-2 proactively caches
and receives the rest of NAR-1′s contents.

Completing handover: Step 4: when the MC reaches within range of NAR-2, i.e., AP-3,
it establishes a connection with NAR-2, transmits a handover complete message to NAR-2,
and NAR-2 resends the remaining data packets to them. As a result of this command, the
packet is sent to a new attachment point, i.e., AP-3 through NAR-2 from NAR-1 and is
simply received by MC without any communication delay.
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3.2.4. A Multi- (More Than One Controller) SDN Scenario

If an MC travels from the premises of one controller’s coverage range to a new one, or
if the content source and MC are from separate controllers, various controllers are used for
system startup and handover management.

3.2.5. Inter-Domain Handover Use and Control Scenario

When a consumer moves to a new node, i.e., alters the domain area and enters another
area of a different domain, then, inter-controller (between controllers) communication is
mandatory to carry out the transfer of the MC. Figure 6 displays an inter-domain handover
operating case, where the MC transitions from AP-4 to AP-5 accessing data packets (A-H)
from NAR-2 and NAR-3, both of which are controlled by different SDN controllers.
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The before and after handover procedure is the same as in the intra-domain handover
handling scenario, but the method is different during the handover, as illustrated in
Figure 5.

Before handover: in an inter-domain handover handling scenario, such as when a user
MC wants to watch a video, they first issue an interest packet and then the corresponding
data packet is sent back to the MC and these data packets are stored in the CS of each
intermediary router which delivers them [28]. Step 1: when the impending movement
event is detected, the user, i.e., MC, receives a control interest packet from NAR-2 through
AP-4. The handover indication bit is then set to one by NAR-2, which also adds a handover
field to the appropriate PIT entries. Following that, NAR-2 determines if a given PIT entry
matches a data packet when it is received. The received data packet is cached by NAR-2 if
the handover indication bit is set to one [9]. Step 2: meanwhile NAR-2 has sent the control
interest packet that contains all this above information to the SDN controller-1. Therefore,
the SDN has a clear scope of the state of the entire movement.

During handover: as NAR-2 is aware of MC’s movement and has particular PIT
entries, the specific data packets that come into NAR-2 are not forwarded to the CS and
instead are only cached. In this way, packets are prevented from being lost on the route to
the MC’s old location, which is AP-4 [30–34]. Meanwhile, NAR-2 sends a control interest
packet (type: handoff initiation interest message) to SDN controller-1. Therefore, the SDN-1
has a clear scope of the state of the entire updated movement toward the NAR-3.
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Step 3: in this scenario, the MC switches domains and enters another domain’s
territory, necessitating inter-SDN controller communication to manage the MC’s travel. In
this instance, it crosses over into another domain’s territory and establishes a connection
with NAR-3, which is situated near SDN controller-2.

For illustration, a technique is applied, i.e., in the first phase the controller-1 in SDN
makes an inquiry for the subsequent controller which is controller-2 to report the movement
of the MC, which is from AP-4 to AP-5, and also forward the information. This leverages
an updated routing table with appropriate FIB entries of the routers delivering this packet,
thus triggering proactive caching actions on NAR-3. Therefore, NAR-3 actively initiates
requesting and caching data packets previously stored in NAR-2 through the normal
exchange of interest packet/data packet. In this way, NAR-3 proactively caches and
receives the rest of NAR-2′s contents.

Completing handover: Step 4: when the MC is within range of NAR-3, i.e., the MC
is within range of AP-5, it establishes a connection with NAR-3 and sends a handover
complete message to NAR-3, who then resends the remaining data packets to the MC. As a
result, the packet is transmitted in this manner from NAR-2 to NAR-3, where it is quickly
received by the MC without any subsequent delay.

4. Simulation and Evaluation

This section presents the experimental setup and evaluation of the proposed SDP-
CACM implemented for NDN. The suggested mobility model for software-defined NDN
is simulated using Mini-net.

4.1. Experimental Setup

We use two virtual machines (VMs) running Ubuntu V20.04 LTS to demonstrate the
reliability of our method. In one VM, the Mini-net V2.2.2 was loaded and used to simulate
a software-defined network. At the edge, aggregation, and core levels of our architecture,
there are eight, four, and two OpenFlow switches, respectively. There is a client linked
to each access switch. The sub-flows of the module are supported by redundant links
incorporated into the network at each level. Instead of employing a virtual machine on the
same PC or machine to manage the internet, we increased the ODL controller operating
in the same network. Because of the ODL controller’s efficacy as described in [35], we
employed it in our experimental analysis.

In the following paragraphs we explain the parameters we have evaluated for com-
parison of our proposed methodology with NDN mobility handover schemes proposed
in [25] and [26]. We evaluate the delay, throughput, CPU utilization, packet loss ratio, and
the jitter for comparison of our proposed strategy with the previous schemes suggested in
the literature [25,26].

4.1.1. Parameters under the Evaluation to Validate the Effectiveness of Our
Proposed Strategy

The following are the main parameters that were evaluated and measured in these
experimental evaluations. First, we describe these parameters and then we discuss our
results and evaluate the comparative results.

A. Delay Measurement

In our experiments, we measured the delay using Equation (1). Equation (1) shows
that the delay was a combination of propagation, transmission, and querying delay. In
Equation (1), the PD is the propagation delay, TD is the transmission delay, and QD is the
querying delay. Hence, the total delay D is affected by these three factors contributing to
delay. Further information to calculate the PD, TD, and QD is given in [36]. For sending
the packets to the receiver we have used Mini-net and the Iperf tool [37]. Through Iperf we
started a client and server on the sending and receiving hosts. Moreover, we recorded the
time (ms) according to the Equation (1). Figure 7 shows the delay of handover scenarios in
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single, multi-controller, inter- and intra-domain for SDN, NDN, and the proposed strategy
(category 1 to 4). We can see that the delay with single controller category 1 is lower because
of the involvement of a single controller. However, the delay increases with more controllers
are mobile, i.e., from category 1 to category 4. The proposed architecture leverages the
global view of the SDN and proactive measurements for transmission of packets resulting
in a decrease in delay as compared to other schemes. We can also see that the delay in [25] is
less than in the scheme of [26], because they present scheme for mobility with a preprocess
that benefits from being connectionless. It also benefits from a multi-path mechanism for
packet forwarding in NDN to produce a forwarding path with future interest in advance,
that helps the producer in performing handover with less delay as compared to [26].

D = PD + TD + QD (1)
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B. Throughput Measurement

The throughput is obtained by leveraging the Iperf tool. Throughput (T) is defined in
Equation (2), i.e., the number of packets sent in unit time (t). In Equation (2), the Pi shows
the packet, and the N is the total number of packets in unit time (t). We have recovered
it over a period of 500 s. To execute the experiment, we have opened two hosts in the
network and started the client server communication using Iperf. Iperf is mostly used to
measure the throughput, i.e., the number of packets sent in a unit of time from the client to
the server.

We measured the throughput of the SDN, NDN, and our proposed architecture lever-
aging SDN. Herein, the throughput is recorded for 500 s. Figure 8 shows the throughput
comparison in various handover scenarios. For measuring the throughput, we used the
Iperf tool and started a client and server sockets on the two hosts. Then, we started sending
the packets from the client toward the server host on the listening socket. From Figure 8,
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we can see that the proposed architecture has a global view provision for handover during
mobility and, thus, the throughput is high as compared to [25] and [26]. The proactive
caching as discussed in our scheme and the global perspective of SDN contribute to the
improved throughput in comparison with other schemes. However, category 1, employing
less movement, has increased throughput because of the low packet loss rate due to low
mobility. In addition, the provisioning of services in [25] contributes to a higher throughput
as compared to [26].

T =
∑N

i Pi
t

(2)

Electronics 2023, 12, x FOR PEER REVIEW 16 of 21 
 

 

 
Figure 8. Throughput comparison of proposed scheme with [25] (Zheng, 2017) and [26] (Cha, 
2017). 

C. CPU Utilization 
CPU usage refers to the workload that a CPU handles or the processing resources 

that a computer uses. The sysbench tool [38] is used to measure CPU utilization. The ac-
tual CPU usage is influenced by the amount and type of computing tasks managed by the 
system. The y-axis of the graph displays CPU usage as a percentage. CPU time (CT) is 
defined as the time amount that the process takes while utilizing the CPU. Moreover, the 
percentage conversion is performed via dividing it over the real time passed. Suppose if 
the CPU time calculated is 1 s out of total time for execution, i.e., 4 s, the CPU utilization 
will be 1/4 × 100 = 25%. The time for CPU is computed as given in Equation (3). 

CT = Number of Instructions X Number of Clock Cycles in the Instructions X Time for a Clock Cycle  (3) 

The utilization of the CPU is a crucial aspect of cutting-edge technology, and higher 
CPU usage results in increased power consumption. To reduce CPU usage, we employed 
an efficient method that improved system speed and performance, as depicted in Figure 
9. The results demonstrate the improvement of CPU usage measured with the sysbench 
tool. We can see a lower usage percentage as compared to the other two approaches pre-
sented in [25] and [26]. This is due to the provision of resources in a proactive manner and 
a centralized view leveraging the SDN controller.  

Figure 8. Throughput comparison of proposed scheme with [25] (Zheng, 2017) and [26] (Cha, 2017).

C. CPU Utilization

CPU usage refers to the workload that a CPU handles or the processing resources that
a computer uses. The sysbench tool [38] is used to measure CPU utilization. The actual
CPU usage is influenced by the amount and type of computing tasks managed by the
system. The y-axis of the graph displays CPU usage as a percentage. CPU time (CT) is
defined as the time amount that the process takes while utilizing the CPU. Moreover, the
percentage conversion is performed via dividing it over the real time passed. Suppose if
the CPU time calculated is 1 s out of total time for execution, i.e., 4 s, the CPU utilization
will be 1/4 × 100 = 25%. The time for CPU is computed as given in Equation (3).

CT = Number of Instructions X Number of Clock Cycles in the Instructions X Time for a Clock Cycle (3)

The utilization of the CPU is a crucial aspect of cutting-edge technology, and higher
CPU usage results in increased power consumption. To reduce CPU usage, we employed
an efficient method that improved system speed and performance, as depicted in Figure 9.
The results demonstrate the improvement of CPU usage measured with the sysbench tool.
We can see a lower usage percentage as compared to the other two approaches presented
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in [25] and [26]. This is due to the provision of resources in a proactive manner and a
centralized view leveraging the SDN controller.
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Algorithm 1: Traffic production Algorithm 
Step 1: Execute the graphical interface on H2.  
Step 2: At H2, modify the current directory and change to D-ITG/bin  
Step 3: Then give command: /ITGRecv at the H2 terminal.  
Step 4: In addition, open the GUI terminal of H1 host.  
Step 5: Then execute command on sending host H1: /ITGSend -T TCP -A 192.168.1.50 -c 
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Figure 9. Comparison of CPU usages of proposed method with existing studies (Zheng, 2017), and
(Cha, 2017) illustrated in [25,26].

D. Packet Loss Ratio

For packet loss, we have used the D-ITG (distributed internet traffic generator) tool [39]
to record the packet loss ratio. To calculate the packet loss ratio, we have used Equation (4).
The packets lost were calculated from the D-ITG log analysis on the receiver host. In
Equation (4), the L shows the number of lost packets out of the total number of N packets.
Herein, the k shows the total number of lost packets. The procedure to generate the packets
and record the loss ratio is shown in Algorithm 1. On the target host, a listening socket
is created for TCP communication from source nodes using ITGRecv (H2). The network
used class C IP addresses, and on the source host (H1) ITGSend was utilized to send TCP
traffic with a payload size of 500 bytes for a duration of 2000 s, at a rate of 1000 packets
per second, to a destination node with the IP address of 192.168.1.50. This experiment was
conducted 10 times, and the average packet loss results are presented in Figure 10.

PLR =
∑k

i L
N

(4)

Figure 10 shows the packet loss ratio of our proposed scheme in comparison with [25]
or [26]. We can see that the packet loss ratio of the proposed approach is low as compared to
the other schemes. This is due to the proactive caching ability as explained in our proposed
scheme and the overall network view of the underlying network infrastructure resulting in
a lower loss of packets as compared to other schemes.
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Algorithm 1: Traffic production Algorithm

Step 1: Execute the graphical interface on H2.
Step 2: At H2, modify the current directory and change to D-ITG/bin
Step 3: Then give command: /ITGRecv at the H2 terminal.
Step 4: In addition, open the GUI terminal of H1 host.
Step 5: Then execute command on sending host H1: /ITGSend -T TCP -A 192.168.1.50 -c 500 -C
10,00 -t 2000 -l sender.log -x receiver.log
Step 6: Then, perform log analysis for on H1, as well as H2
Step 7: At H1: /ITGDec sender.log execute it
Step 8: At H2: /ITGDec receiver.log execute this command

E. Jitter Evaluation

The jitter in our experiments is calculated using the following Equation (5). It is
calculated according to the D-ITG definition of the jitter. The average of the direct jitter of
network packets is computed as well as printed to a file known as “jitter.dat”. The results
are displayed through opening the log analysis using D-ITG [39].

Figure 11 shows jitter results in milliseconds (ms) on the y-axis for the proposed
method [25] and [26]. We can see from Figure 11 that the jitter in the proposed approach is
small as compared to the other two approaches which do not use the proactive mechanism
during handover. Moreover, the proposed approach takes advantage of SDN’s central
management. Hence, the status of the network is visible to the controller resulting in a
lower jitter during the handover scenarios for the proposed scheme. In addition, the jitter
can be seen as higher in the other categories using more controllers for [25] and [26] during
the handovers.

AvgJitter = ∑n
i |Di|
n

(5)
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5. Conclusions

The primary contribution of this study is the combination of SDN with NDN. It
centered on three things. First, we designed the SDPCACM for NDN that addressed
consumer mobility issues by extending new features to the NAR, such as pre-fetching and
proactively caching contents on behalf of the consumer, in which the controller of the SDN
maintains the network information for network topology to forward the updated routes
in the handoff/handover situations. Watching a real-time video in a state of mobility that
changes position from one access point to another, the controllers in the SDN preserve
the network layout and topology. They also link metrics to transfer updated routes with
the occurrence of the handoff or handover scenario, and through the proactive caching
mechanism, the previous access router proactively sends the desired packets to the new
connected routers which reduces the handover delay time. Secondly, this study described
the intra- and inter-domain handover handling management scenarios for SDPCACM with
respect to NDN to sustain routing stability with the existence and presence of consumer
mobility, as well as to efficiently control consumer mobility and request stuffiness issues in
order to decrease the loss of interest as well as the hand-off delay for a data packet. Thirdly,
this paper provides examples of parameter settings for an ODL controller, OpenFlow
switches, and virtual machines (VMs). This research offers exemplary techniques and
parameter settings for OpenFlow switches, ODL controllers, and virtual machines (VMs).
In addition to addressing problems like connection loss due to handoffs, incomplete data
receipt, packet transmission delays, etc., this research also addresses benefits like flexibility,
scalability, programmability, dynamic allocation of network resources, and centralized
control. It also assists in meeting the NDN’s performance and mobility management criteria.
Additionally, it simulates the SDPCACM that is suggested for NDN. The experimental
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and simulation result shows that our scheme has an improvement in results in terms of
reducing handover delay time, increasing CPU usage, throughput, as well as reduction in
jitter and packet loss ratio.
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