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Abstract: As the world becomes digitized and connected, cyberattacks and security issues have
been steadily increasing. In particular, advanced persistent threats (APTs) are actors who perform
various complex attacks over the long term to achieve their purpose. These attacks involve more
planning and intelligence than typical cyberattacks. Many studies have investigated APT detection
and defense methods; however, studies on security requirements that focus on non-technical factors
and prevention are relatively few. Therefore, this study aims to provide attack information to users
obtained by analyzing attack scenarios as well as security requirements to help the users understand
and make decisions. To this end, we propose a method for extracting attack elements by providing
users with templates for attack scenarios with different levels of abstraction. In addition, we use a
problem domain ontology that is based on the concept of a case to provide users with attack analysis
results and recommended security requirements. Our method uses case-based reasoning to retrieve
similar cases, recommend reusable security requirements, and propose revision directions. The
ontology can be improved by adding the solution to the problem as a new case. We conducted case
studies and surveys to evaluate our methods and showed that they help specify security requirements.

Keywords: advanced persistent threat; security requirement; problem domain ontology; case-based
reasoning; artificial intelligence; recommendation system

1. Introduction

The Internet has become an essential technology for human activities such as work,
transactions, communication, community interaction, and information collection. These
activities may require personal information, accounts, and company assets. However,
cyberattacks and security breaches by unspecified threat groups to steal vital information
and resources are steadily increasing. According to a report by Verizon, 5258 data breaches
occurred in 16 industries and 4 regions worldwide in 2021 [1], which is an increase of
approximately 33% compared with the 3950 cases that occurred in 2020. In particular, there
have been active cyberattacks that have taken advantage of the changes in society caused
by the COVID-19 pandemic, and security experts have found that these incidents were
based on phishing scams or violations of security policies [2]. Such attacks employ social
engineering, which is difficult to defend against even if technical security is perfect because
social engineering is a non-technical method. This is one of the characteristics of advanced
persistent threats (APTs), which have long been established as a critical security issue [3].

However, although methods to detect and defend against APTs have been studied,
security issues continue to arise in industry and in governments. The causes of such security
issues are as follows. First, most research on defending against cyberattacks focuses on a
technical perspective. Such research is about techniques, such as network intrusion and
malware detection, that are deployed in a system. Although this approach is common,
it can be weak when faced with a new malicious code. Because it is difficult to develop
a perfect defense method, precise and effective security requirement specifications are
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needed. However, the requirement specification process is time-consuming and expensive,
and hence a method to efficiently derive security requirements is needed. Second, APTs
also utilize social engineering elements, and there is no structure for analysis structures
that includes non-technical elements. As mentioned before, most research focusing on
technical solutions considers attack methods and mechanisms but does not consider non-
system factors such as attack targets, attack goals, and security policies. Therefore, this
study proposes a method to recommend security requirements by building an integrated
knowledge base called the case-based problem domain ontology (CB-PDO) to address this
problem. To recommend security requirements, we define all elements associated with APT
characteristics in the APT component and analyze their relationships to build a knowledge
base that is integrated into one abstract level. Furthermore, to derive recommended
specifications, we use a case-based reasoning (CBR) method, which is a classical artificial
intelligence technique that imitates human problem solving by solving new problems based
on previous similar cases. We retain past problems that have already been solved, using
them as “cases” to solve current problems, and continuously accumulate a knowledge
base to represent learning. We used two methods to evaluate the proposed method: first,
we conducted a case study to evaluate whether the proposed method met our research
objectives. Second, we performed security expert verification and validation to evaluate
whether our research was practically effective and helpful. Each quality was evaluated
using a questionnaire. The results show that the proposed method effectively recommends
security requirements to security experts. Furthermore, we show that our method can
become a more sophisticated recommendation system with the continuous accumulation
of cases.

The remainder of this paper is organized as follows: Section 2 describes related
work on APT attack analysis, security, and CBR. Our proposed method is presented in
Section 3, and the verification and evaluation results are presented in Section 4. Finally, the
conclusions, limitations, and future work are presented in Section 5.

2. Related Work
2.1. APT Analysis

APTs were first described in 2006 by United States Air Force analysts [4], who dis-
tinguished between the characteristics of an APT and existing cyber threats. An APT
has a clear goal for a specific target instead of an unspecified number of victims. The
characteristics of an attack are as follows [5]:

• Advanced: Attackers can evade detection and access the network, adapt well to
specific network environments, and have many attack tools.

• Persistent: It is difficult for defenders to protect themselves against persistent threats.
After an attacker gains access to the system network, it becomes very difficult for the
user to interrupt or remove that access.

• Threat: An attacker has the ability to access stored sensitive information.

The APT attack phase has been studied in the literature. Lockheed Martin, a USA
munitions company, coined the security term “kill chain,” and their framework consists of
a seven-phase model to identify and prevent cyber intrusion activities [6,7]. The phases are
“reconnaissance,” “weaponization,” “delivery,” “exploitation,” “installation,” “command
and control,” and “actions on objects,” depending on what the attack group needs to
accomplish for its goals. This cyber-kill-chain model can identify the purpose of the
attacker or the characteristics of the attack step-by-step and enables the sequence of each
phase to be tracked. However, it is difficult to prepare detailed countermeasures against
internal attacks because this model does not contain specific concepts for such attacks.
Attack techniques related to persistence and defense evasion may be included in internal
attacks. Therefore, there is a limit to presenting these within each phase [8].

Unlike the cyber-kill-chain model, the MITRE ATT&CK framework analyzes real
attacks and defines 12 attack categories [8,9]. The attack elements defined by the ATT&CK
framework are not confined to a specific order of operations and have the advantage
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of being able to specifically represent behaviors. For example, techniques that can be
implemented after intrusions into a network can be classified into categories such as
discovery, persistence, privilege escalation, and defense evasion. APTs can be represented
by several models depending on the perspective, and each model focuses on a different
aspect. Furthermore, because the methods for representing APTs are diverse and complex,
rather than adopting one model, a model based on an integrated knowledge system that
considers several models is a better approach.

2.2. Security Requirements for APT

The specification of security requirements is a preventive solution to minimize the
damage caused by cyberattacks. To facilitate these specifications, it is necessary to have a
good understanding of the concepts of the attack elements and their relationship. However,
it is difficult to understand and manage security requirements because they are represented
by multiple documents with different levels of abstraction. To address this issue, a method
was proposed for building a problem domain ontology (PDO) which facilitates under-
standing of the problems in a target domain and systematically represents the relevant
elements [10]. This method was originally used to build a PDO for regulatory documents
created by the Department of Defense Information Technology Security Certification and
Accreditation Process (DITSCAP). The aim was to extract and express the characteristics
and constraints of distributed security requirements from multiple documents. Further-
more, the authors demonstrated the possibility of supporting decision-making activities
using a PDO.

A method for recommending security requirements using a PDO was also proposed by
Kim et al. [11]. In this study, a three-layer PDO was designed, where the layers represented
the steps needed to effectively build diverse complex attacks and distribute resources.
Scattered concepts and resources were classified and refined using the three layers and
then integrated into one PDO as understandable and usable knowledge. The PDO was
integrated into the general-purpose knowledge (GPK) base, which constitutes general
knowledge, and the domain specific knowledge (DSK) base, including domain business
models and objectives. Kim et al.’s method analyzes the vulnerabilities of common attacks
from PDOs and performs a risk assessment to recommend derived security requirements.

A method was proposed to recommend effective security requirements for APTs by
adding an APT knowledge (APTK) base to the proposed PDO structure [12]. It defines the
elements that constitute the APT and represents their relationships. An APTK base can be
used to analyze the attack pattern of an APT and derive security requirements suitable for
defending against the attack. The knowledge bases proposed in this paper are based on the
structure of these knowledge bases. We further propose a new revised base and process
that can be managed and evolved to incorporate many cases.

2.3. CBR

CBR was proposed by Schank et al., and it led to significant advances in the field of
artificial intelligence [13]. CBR imitates an individual’s approach to solving new problems
based on previously experienced problems. Each experience is represented as a unit called
a “case” and its solution is stored and used to solve current problems [14]. Thus, CBR
recognizes knowledge as experience, and that knowledge consists of encapsulated case
libraries [15].

The CBR cycle consists of four stages: case retrieval, case reuse, case revision, and
case retention (Figure 1). In the case retrieval stage, the most similar previous cases are
retrieved and compared with the current problem. To find similar cases, we must extract the
attributes or features that can be used to measure similarity and have a good understanding
of the domain of the problem. Therefore, appropriate similarity measurement and matching
algorithms are used for the features of each domain and the attributes of the cases. For
example, in an ontology, matching algorithms can be applied to the features of instances
in the domains to measure the similarities between the instances. In addition, similarity
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can be calculated using various measurements such as rule-based or concept similarity
measurements [16,17]. To solve the current problem, CBR enters the case reuse stage, which
reuses the solutions of retrieved cases. If necessary, the solutions are revised by modifying
the retrieved cases or their solutions to develop a more optimized solution. After the case
revision stage, the validated solution is stored as a case that can be used for future problems.

Appl. Sci. 2023, 13, 1505 4 of 28 
 

the attributes or features that can be used to measure similarity and have a good under-
standing of the domain of the problem. Therefore, appropriate similarity measurement 
and matching algorithms are used for the features of each domain and the attributes of 
the cases. For example, in an ontology, matching algorithms can be applied to the features 
of instances in the domains to measure the similarities between the instances. In addition, 
similarity can be calculated using various measurements such as rule-based or concept 
similarity measurements [16,17]. To solve the current problem, CBR enters the case reuse 
stage, which reuses the solutions of retrieved cases. If necessary, the solutions are revised 
by modifying the retrieved cases or their solutions to develop a more optimized solution. 
After the case revision stage, the validated solution is stored as a case that can be used for 
future problems. 

 
Figure 1. Cycle of CBR (adapted from [18]). 

The CBR method is relatively simple and can be applied in fields in which the prob-
lem area is not standardized. One such field is recommendation systems, in which CBR is 
used because human interests and tastes are diverse and cannot be expressed by rules. 
Hernández-Nieves et al. proposed an application that recommends financial products us-
ing CBR methods. A method for measuring similarity according to each element was pro-
posed by establishing the necessary assets and information according to the target area of 
finance [19]. Matching algorithms and heuristic experiments were used to set thresholds 
and measure similarities according to the data characteristics. Furthermore, the K-nearest 
neighbor method was used to reuse the solutions of the retrieved cases and solution revi-
sions were based on the user’s subjective judgment. Bokolo introduced a recommendation 
system using CBR for sustainable smart city development [20]. They selected features to 
use in the search for specified development plan cases, adopted comparative and Leven-
stein distance algorithms for keyword search [21], and proposed a method to train case 
bases using the measured satisfaction regarding the proposed solution. Lee et al. proposed 
a recommendation system that uses an ontology and CBR [15]. Services were represented 
using an ontology, and CBR was applied to recommend services, because symptoms, dis-
eases, related departments, and physician-related data types are intertwined in complex 
ways because of the characteristics of healthcare systems and data. 

Research using CBR requires different components to build a system depending on 
the domain, and an appropriate similarity metric is required depending on the character-
istics of the elements. Alternatively, various artificial intelligence techniques can be com-
bined. Furthermore, if knowledge or data are sufficiently described, solutions can be de-
rived without special reasoning if a given problem is similar to or equal to the previous 
case. This also ensures the problem is solved quickly. Revision methods for optimizing 

Figure 1. Cycle of CBR (adapted from [18]).

The CBR method is relatively simple and can be applied in fields in which the problem
area is not standardized. One such field is recommendation systems, in which CBR is
used because human interests and tastes are diverse and cannot be expressed by rules.
Hernández-Nieves et al. proposed an application that recommends financial products
using CBR methods. A method for measuring similarity according to each element was
proposed by establishing the necessary assets and information according to the target area
of finance [19]. Matching algorithms and heuristic experiments were used to set thresholds
and measure similarities according to the data characteristics. Furthermore, the K-nearest
neighbor method was used to reuse the solutions of the retrieved cases and solution revi-
sions were based on the user’s subjective judgment. Bokolo introduced a recommendation
system using CBR for sustainable smart city development [20]. They selected features to use
in the search for specified development plan cases, adopted comparative and Levenstein
distance algorithms for keyword search [21], and proposed a method to train case bases
using the measured satisfaction regarding the proposed solution. Lee et al. proposed a rec-
ommendation system that uses an ontology and CBR [15]. Services were represented using
an ontology, and CBR was applied to recommend services, because symptoms, diseases,
related departments, and physician-related data types are intertwined in complex ways
because of the characteristics of healthcare systems and data.

Research using CBR requires different components to build a system depending on the
domain, and an appropriate similarity metric is required depending on the characteristics
of the elements. Alternatively, various artificial intelligence techniques can be combined.
Furthermore, if knowledge or data are sufficiently described, solutions can be derived
without special reasoning if a given problem is similar to or equal to the previous case.
This also ensures the problem is solved quickly. Revision methods for optimizing reused
solutions are among the main challenges. In addition, it is necessary to propose a case-
retention method that enables efficient maintenance and management.
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3. Proposed Method

In this study, we propose a security requirement recommendation method using the
CBR method by combining the concept of cases with PDO based on extensions of the
methods in [11,12]. We describe the construction of the CB-PDO, in which case elements
are added to the ontological structure and validated through existing case studies. We then
employ the CB-PDO to analyze the attack elements in input scenarios and describe proce-
dures and methods according to the CBR process. Furthermore, we propose a similarity
metric that is suitable for our domain. It consists of a basic similarity algorithm (baseline)
and an APT property called a weight. This section then describes the process of recom-
mending security requirements to provide detailed information to users and help them
make decisions according to the subsequent processes. We also define a study question to
validate the method and evaluate whether the answer is explainable and justifiable.

Figure 2 provides an overview of the security requirement recommendation method
proposed in this study. This method consists of four steps of CBR and one step of pre-
processing, and the process performed in each step is shown in the figure. The results
generated at each step are used as the input for the next step and can be reviewed and
analyzed by security experts to specify security requirements. In addition, our proposed
CB-PDO was utilized to provide the knowledge and information necessary to derive the
required results. The scenario preprocessing step before the conventional CBR step is
converted into an attack template to make it easier to analyze the given attack scenario and
provide expert-analyzed attack information. In the case retrieval step, the previous cases
that are most similar to the attack components are determined using the similarity metrics.
The previous cases included information about attacks performed by threat groups in the
past and the security requirements used to prevent them. Therefore, in the case reuse step,
we perform an adaptation process to reuse requirements specified in the past to solve the
current problem. This step is not necessary if the solution can be used as is; however, if
there is a difference in the cases, the solution needs to be optimized so that it is suitable for
the current problem. Accordingly, information for optimization is provided to the security
experts in the case revision stage. Finally, if an expert determines that the problem was
correctly solved, it is then stored in the CB-PDO as a case. The processes and components
of each step are described in detail in this subsection.
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3.1. CB-PDO

The ontology proposed in this paper was constructed by partially redefining the
structure of an existing PDO [10–12]. Unlike previous ontologies, it was constructed based
on four components [22]. The components of the proposed ontology consider not only
the security requirement recommendations for APT attacks, but also the scalability for
future risk assessments. The CB-PDO consists of APT components, security requirements
components, risk components, and domain components. Protégé was used to implement
the ontology, and the structure is shown in Figure 3 [23].
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3.1.1. APT Component

The APT component is the part of the knowledge base that is used to analyze previous
attack cases and includes all elements related to the APT attacks. The items constituting
the APT component are expressed as classes, and the elements corresponding to each class
are composed of instances. The classes constituting the APT component and examples
of the corresponding instances are listed in Table 1. These classes include the software
and techniques used by the attack group to achieve attack goals as well as attack targets.
The cyber-kill chain is used to represent a series of techniques, and a tactic is used to
distinguish the types of techniques. To ensure the reliability of the data used in this study,
classes and instances were implemented based on MITRE ATT&CK [9]. Attack patterns
were constructed based on the Common Attack Pattern Enumeration and Classification
(CAPEC) [24] and can be classified as attack domain patterns or attack mechanism patterns
according to the characteristics of the techniques used in the patterns.

3.1.2. Risk Component

The risk component is a part of the knowledge base that includes the elements required
to assess the risk of attack and the risk of exposure to assets, and its classes are listed in
Table 2. Vulnerabilities represent flaws that an attack group can directly use to access a
system or network. A weakness is a broader concept that includes errors that can lead to
software vulnerabilities. Vulnerabilities and weaknesses can also expose an asset to risk,
which threat groups can exploit. Therefore, the elements defined in the CWE (Common
Weakness Enumeration) [25] and CVE (Common Vulnerabilities and Exposures) [26] are
included in the proposed risk component. To perform a risk assessment, evidence is
constructed to express the degree to which a set of assets satisfies the security requirements.
Threats are a class that are used to infer security requirements by identifying security goals
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and malicious goals. This class consists of attack elements included in the attack component
and vulnerabilities or weaknesses.

Table 1. Description of the APT component.

Class Description Instances

Attack group Name of the threat group APT 18, Carbanak, and Gorgon Group
Attack type Type of attack DDoS and ransomware

Attack campaign A case that represents an example of a
group’s behavior -

Attack goal The goal that the group wants to achieve Financial gain, political gain, and
production damage

Target The target threatened by the threat group Banks and factories
Software Software used in the attack S0001: Trojan Mebromi, S0002: Mimikatz

Technique Technique used in the attack T1001: data obfuscation
Tactic Tactic used by a technique of the threat group TA0001: initial access and TA0002: execution

Cyber-kill chain Steps of a technique used by the threat group CKC01: Reconnaissance and CKC02: Delivery
Attack pattern Pattern of the attack CAPEC-127 and CAPEC-132

Table 2. Description of the risk component.

Class Description Instances

Asset Asset affected by an attack AS1, AS2, and AS3
Evidence The degree to which an asset meets security requirements -

Risks Risk of an attacks (the evaluation result of evidence) -
Threats Security threat given attack information -

Vulnerabilities A mistake in software that a threat group can directly use to
access a system or network CVE-2019-9670 and CVE-2020-10189

Weakness An error that can lead to software vulnerabilities CWE-73 and CWE-836

3.1.3. Security Requirements and Domain Components

The security requirement component consists of security goals, malicious goals, and
security requirements. Security goals include three elements: confidence, integrity, and
availability, and these goals include goals to counter the threats presented in the risk com-
ponent. In addition, the three elements of security, exposure, modification, and destruction
are included. The goals of the threat groups are included in the malicious goals. Security
requirements include existing security requirements specified by the Security Technical
Implementation Guide [27] and newly specified security requirements depending on the
elements derived from the risk component.

The domain component is an extended component for future risk assessment, and
the assets identified in the risk component are mapped to four layers. Domain assets are
considered in terms of business processes and human, technical, and physical aspects.
Table 3 describes these two components.

Table 3. Description of the security requirement and domain components.

Component Class Description Instances

Security require-
ment component

Security goal Three elements of security or asset security
goals to protect against threats

Confidentiality, integrity,
availability, SG01, SG02,

and SG03

Malicious goal Opposing security goal to expose an asset
to risk

Exposure, modification,
destroy, MG01, MG02,

and MG03

Security requirement Requirement elicited from the security
requirements list or the risk component SR0001 and SR0002

Domain component Domain asset Secured domain assets classified by
four-layered perspective -
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3.1.4. Case-Base integrated Knowledge Base: CB-PDO

CB-PDO was developed by integrating the components described above, and security
requirements are recommended based on analysis of each case. The relationships among
the elements used for reuse and review are shown in the conceptual model in Figure 4.
An integrated knowledge base provides users with information about each component,
enabling them to further understand the interrelationships among each component and
identify the impact of one element on the other elements.
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Attack campaigns were added to the ontology to represent the structure of each case.
The elements included in attack campaigns are a combination of information about the APT
and security requirement components, as shown in Table 4. In each case, it is assumed that
past events are true. A case consists of the attack information (group, target, goal, software,
techniques, and cyber-kill chain) and security requirements. Hence, if there is a past case
that is similar to the new problem, it can be used to solve the new problem. This saves time
and money when deriving new solutions.

Table 4. Elements of an attack case.

Campaign Element Description

Attack goal Goal of the threat group
Attack group Name of the threat group

Target Target (e.g., organization, enterprise, or
government) of the attack

Software Software or tool used by the threat group

Techniques Techniques that the threat group perform
during the campaign

Cyber-kill chain Phases of the attack using the techniques
performed by the threat group

Security requirements Security requirements required as the result of
a previous APT

3.2. CBR Process

This section describes the implementation of each step of the CBR process. The outputs
obtained for each step are summarized in Table 5. Detailed implementation methods are
described, and the evaluation of the results is explained in the case study in the next section.
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Table 5. Artefacts of each process.

Category Input Process Artefact

Scenario preprocessing Scenario Scenario analysis Attack template
Attack template Attack analysis Attack component

Case retrieval Attack component Similarity metric Similar attack candidates
Case reuse Similar attack candidates Reuse solution Security requirements

Case revision

Attack component Similar attack
candidates Security requirements

Security expert information
Difference analysis Revised security requirements

Security expert information Security
requirements elicitation New security requirements

Case retention Attack component Revised or new
security requirements Storage of the solved problem Improved CB-PDO

3.2.1. Scenario Preprocessing

Scenarios that are used as inputs may contain attack techniques and attack information
provided by threat groups as past attack reports [28,29] as well as attack simulations to
derive the security requirements required for system design. However, because the reports
and documents reported by each security company have different levels of abstraction, it is
difficult to extract elements at an appropriate level. Therefore, to easily extract the necessary
elements from a scenario, an attack template is provided to the user. The user can identify
and add appropriate attack elements to the scenario through the categories provided in
the attack template. The template consists of guidelines for inputting the attacker’s basic
attack information and detailed attack technique elements. Basic information consists of the
goals, targets of attack, and software, and attack techniques can be identified from the CKC
and MITRE Tactic perspectives [8,9]. The results of applying the template are presented in
Section 4.

A user of the proposed method is a security expert who needs to be provided with
specific, correct, and understandable information about the input elements. Therefore,
before retrieving a case, we provide understandable and analytical results to the users
in the attack component. The attack component consists of the results of the following
five questions, which are based on the relationship between the elements inputted to the
template and those defined by the CB-PDO.

Q1 Which tactics does the technique employ?
Q2 What platform does the technique work on?
Q3 What kind of attack pattern does the technique use?
Q4 What weaknesses does the attack pattern use?
Q5 What vulnerabilities does the weakness use?

To represent the results from these questions, we use SPARQL [30]. The results of
these questions help the user to make decisions and increase their understanding.

3.2.2. Case Retrieval

The purpose of this study was to develop a system that finds the previous APT cases
that are the most similar to the current APT case. In this study, we used Jaccard similarity
as a basic baseline metric to measure the similarity between the current problem and
previous cases. Jaccard similarity is a method for measuring the similarity of two objects.
The similarity between the two sets is defined as the ratio of the intersection to the union,
as follows.

J(A, B) =
|A∩ B|
|A∪ B| =

|A∩ B|
|A|+ |B| − |A∩ B| (1)

Using Jaccard similarity, the overall similarity of the software and techniques in the
previous case and current problem is calculated and represented as a value between 0 and
1. Equation (2) is used to calculate the case-to-case similarity measure, which is represented
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as the sum of the matching software and skill sets, where C represents the current problem
and C′n represents the nth previous case.

J(C, C′n) = J(CSW, C′nsw) + J(CTech, C′nTech
) (2)

However, ontology includes numerous characteristics that can represent the charac-
teristics of an APT in addition to the software and technologies used by the threat group.
Therefore, we propose a method to measure the similarity between techniques by consid-
ering the similarity of the characteristics in addition to Jaccard similarity, which simply
considers whether the same elements are used. To measure similar elements, we compared
the class of elements in the ontology or the relationship between instances belonging to
that class. We defined weights for computing the APT features and reflect them in the
similarity measurements. The questions that can be selected to measure the similarity
between technique instances stored in an ontology are as follows:

R1 Do the two elements have a parent–child/sibling relationship?
R2 Can two elements be performed on the same platform?
R3 Do the two elements use the same tactics?
R4 Are the attack patterns utilized by the two elements the same?
R5 Were the two elements performed in the same attack stage (in the cyber-kill chain)?

The answers to each of these five questions have an equal initial weight, and hence,
0.2 is assigned to each satisfied condition. If all are satisfied, the total is 1. To assign weights
between the current problem C and past case C′n, the weights for features satisfying the
conditions are calculated by formulating the problem for the two cases as a matrix, as
shown in Figure 5. The size of the matrix is the number of techniques performed in C × the
number of techniques performed in C′n. Equation (3) shows that, according to the rule, 0.2
or 0 is assigned to conditions that are satisfied.

sim(t, t′)
{

0.2 (satisfied with the rule)
0 (not satisfied with the rule)

(3)
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Equation (4) represents the overall average of the weight matrix. Finally, the similarity
between the new problem and the existing cases is defined by Equation (5) as the sum of
the Jaccard similarity and weight.
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3.2.3. Case Reuse

Case reuse provides the user with a solution that has been used to resolve the most
similar case identified in case retrieval. The security requirements found in previous cases
have already been used as solutions for previous APTs, indicating the degree of their
reliability. Therefore, this step provides the security requirements to address the attack
methods and tactical characteristics of the identified similar cases. To recommend the
security requirements, we answer the following questions:

Q1 What kind of techniques did the case use?
Q2 What is the attack method in this case?
Q3 What are the security requirements for this case?

By providing users with the results of these questions, we enable them to identify
the characteristics and examples of attacks used by threat groups in similar cases and
review the security requirements. These requirement recommendations are provided
in descending order according to the number of times they were required in previous
attacks. Therefore, the user can select recyclable security requirements from among the
proposed security requirements. This reduces the time and labor costs required to derive
new security requirements.

3.2.4. Case Revision

The differences between the current problem and previous similar cases mean that
simply reusing a previous solution does not identify all the necessary security requirements.
Therefore, case revision is required to correct the security requirements that fit the current
problem. The goal of our study is to provide users with information and recommend
requirements to help them make decisions about eliciting security requirements. Therefore,
this step provides information that can be referenced and will be helpful to users when
modifying security requirements. There are two ways to correct a case plan. The first
method recommends additional security requirements that might be needed. Using the
answer to Q1 for case reuse, we analyze the differences in the attack characteristics of
current problems and similar cases and recommend security requirements that can reduce
these differences. For example, it is possible to analyze tactical differences in attack tech-
niques that appear in cases that are similar to the scenario. Visualizing this difference
and providing it to users can elicit the requirements for attack tactics that have not yet
been addressed by the security requirements. In addition, the relationship between at-
tack elements, software, and techniques is a 1:N relationship; thus, there are additional
attack techniques that can be performed in the software and be used to identify additional
recommended security requirements. In the second method, users manually create or
revise new security requirements by inferring the relationships among the elements in
the CB-PDO. This method enables the user to derive security requirements manually by
utilizing a knowledge framework. To elicit security requirements, malicious goals and
security goals can be extracted from threats using the risk assessment process proposed
in [22]. Thus, the extracted goals can be derived through a goal-based approach, and the
process can be found in a case study in [22]. This process is performed, and then the user
verifies that the solution obtained to solve the current problem is appropriate. Finally, it is
stored in CB-PDO as a subclass of the attack campaigns.

3.2.5. Case Retention

If it is verified that the problem has been completely solved, it is stored in the ontology
as a new case. To convert the problem and solution to a case, the information is rearranged
according to the components listed in Table 4. This includes examples of the attack case
and has elements that can represent and explain the case well. As such problems are con-
tinuously being solved, the number of cases containing new attack information increases,
increasing the problem-solving ability. In addition, a utilization value (UV) is assigned to
each case depending on whether the case is retrieved and utilized for solving subsequent
problems. This value evaluates the case in which the user helps solve the problem, and for
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each case, the UV is expressed as a property in the ontology. Figure 6 shows that the UV
of the APT18 group was stored using the ontology editor Protégé. Continuous problem
solving in the future will lead to high- and low-use cases, and users will be able to maintain
the ontology, for example, by eliminating useless cases.
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4. Evaluation

In this section, the results obtained by implementing the proposed method are dis-
cussed. We employed two verification methods. First, a case study was conducted using
the study questions and a case study proposal. Second, our proposed method and each
process were evaluated by security experts to determine if they were substantially helpful.
We provided a half-day tutoring session about the proposed approach to the security ex-
perts with a prototype of the tool [31] so that they could understand and be familiar with
the approach. To this end, a questionnaire was prepared and administered such that the
contents could be evaluated. Finally, using the responses of the questionnaire, an evaluation
of the process and results according to the quality attributes is presented.

4.1. Case Study

We defined the study question using “how” and “why” questions and defined the
case study proposals that must be evaluated to satisfy the study question [32], which is
as follows.

Study Question: How can and why does the proposed method recommend and help
users meet security requirements?

To answer the study question, we subdivided it into general proposals (GPs) and
specific proposals (SPs).

GP1: Through the proposed ontology and process, the results can be used to analyze and
understand APT characteristics, and security requirements can be recommended by
retrieving cases that are similar to the scenario.

GP2: To recommend useful security requirements, we can retrieve cases similar to the
scenario and reuse the security requirements contained in these similar cases.

SP1.1: To recommend useful security requirements, we can retrieve cases similar to the
scenario and reuse the security requirements contained in these similar cases.
SP1.2: The user may receive the result of analyzing the APT characteristics through the
relationship of elements configured in the CB-PDO.
SP2.1: Similar cases can be retrieved and explained using similarity metrics that reflect the
characteristics of the APT.
SP2.2: Depending on the given environment and constraints, users can retrieve cases in which
a particular characteristic stands out by strongly weighting one particular characteristic.
SP2.3: Users can review and manage the recommended security requirements to solve
current problems using similar cases.

To evaluate whether the defined study goal was satisfied, several analyses were
performed, as summarized in Table 6. We defined the evidence needed to meet each
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study proposal and study criteria to prove they are met, as described in the process of the
proposed method. For the analysis, we designed a prototype using Java, and a screenshot
of the program is shown in Figure 7. Other processes were described through an analysis
of the study proposition.

Table 6. Study propositions and analyses.

General
Proposition

Specific
Proposition Evidence Study Criteria

(Process)

GP1

SP1.1
It is possible to identify characteristics that meet

the conditions in the scenario using the
provided template.

Scenario analysis

SP1.2
It is possible to reason about each related attack

feature from the relationships among the
elements in the CB-PDO.

Attack analysis

GP2

SP2.1
It is possible to reason about similar attacks
using the similarity of the features used to

represent the APT attacks.
Similarity measure

SP2.2

If there are environments or restrictions that the
user considers, the priority of features may be

different, and a result that considers these
priorities is presented.

Similarity measure

SP2.3 Users are provided with functions for reusing
and adopting requirements. Solution reuseAppl. Sci. 2023, 13, 1505 15 of 28 
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4.1.1. SP1.1

A virtual scenario was created to evaluate the study proposition. The scenario was
written by combining the attack techniques used in several previous cases [29,33]. In
this implementation, only the elements of the attack technique are reflected to compare
the explainable results according to the application of weights to the attack technique
information. The example scenario is shown in Figure 8, where the user has highlighted
the elements to be extracted from the scenario. The user converts the identified elements
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according to the template, as presented in Table 7. A screenshot of the results entered into
the prototype is shown in Figure 9, demonstrating that the user can determine the elements
to be extracted and organize them using the template.
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Table 7. Result of filling in the attack template.

Attack Elements Instances

Objective Financial Goal

Target Bank

Software -

Cyber-kill
Chain

Reconnaissance T1589:Gather_Victim_Identity_Information
Delivery T1566.001:Phishing:Spearphishing_Attachment

Command and Control T1219:Remote_Access_Software

Operation T1078:Valid_Accounts
T1059.003:Command_and_Scripting_Interpreter:Windows_Command_Shell

Action on the Objective T1030:Data_Transfer_Size_Limits

Tactic

Initial Access T1566.001:Phishing:Spearphishing_Attachment
Command and Control T1219:Remote_Access_Software

Execution T1059.003:Command_and_Scripting_Interpreter:Windows_Command_Shell
Persistence T1078:Valid_Accounts

Defense Evasion

T1036.005:Masquerading:Match_Legitimate_Name_or_Location
T1562.001:Impair_Defenses:Disable_or_Modify_Tools

T1562.004:Impair_Defenses:Disable_or_Modify_System_Firewall
T1055.003:Process_Injection:Thread_Execution_Hijacking
T1564.001:Hide_Artifacts:Hidden_Files_and_Directories

4.1.2. SP1.2

Figure 10 shows the attack component results, which provide the user with detailed
information regarding the attack and the elements entered to provide the answer to this
proposition. As a result of the previously mentioned five questions, the tactical characteris-
tics, operating platforms, security weaknesses, and vulnerabilities that can be exploited as
attack patterns are derived. Elements that match the query appear and elements that have
not been fully analyzed or have not yet been updated are marked as “N/A.” This process
will continue to improve as the amount of security-related knowledge and data increases
and is analyzed in the future. The attack component makes it easier for users to access the
entered attack information and perform case retrieval using the attack element information.
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4.1.3. SP2.1

To answer proposition SP2.1, we compare the results of applying the baseline and
applying the baseline plus additional weights. Figure 11 shows the results for the two simi-
larities. The Carbanak, admin338, and FIN4 groups are retrieved when Jaccard similarity
is used. The results have relatively low values because this similarity compares only the
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presence of the same elements in two sets. Figure 12 shows that more common elements
increase the overlapping area in the scenarios and cases. In contrast, the results of applying
the weights are the Carbanak, Gorgon, and APT18 groups. In particular, the Gorgon Group
and APT18 appear in the second and third rankings, respectively, because of the similarity
of the APT characteristics. They have lower Jaccard similarity values than Carbanak, but
higher weight values. Figure 13 shows the similarity relationship between the APT features
of the scenario and the retrieved results to evaluate whether these results have a relationship
satisfying the previously defined rules. The shaded elements represent matching elements,
and each line shows elements that satisfy the rule and content. The Carbanak and Gorgon
group have mechanisms for manipulating system resources that are consistent with the
input scenario, and APT18 has a commonality in disabling access control. In addition, the
results show that among the attack elements, the techniques can only be performed on the
Windows operating system; thus, the elements used by the resulting groups also reflect
those performed only on Windows. The results demonstrate retrieval by influencing the
similarity measurement by the features defined in this study, as well as the consistency of
Jaccard similarity.
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4.1.4. SP2.2

In proposition SP2.2, we consider allowing users to assign higher weights to one fea-
ture, as they may consider a particular APT feature particularly important. This allows
them to retrieve similar cases. To answer the corresponding research proposition, a slider
was added to the prototype to give more weight to the abovementioned APT features.
Figure 14 shows the execution results after adding more weight to the aforementioned
features using a slider. The weight of each feature was reassigned using a softmax function
according to the value of the slider. Using this process, APT18 was found to be the most
similar. The results in Figures 14 and 15 show that the number and type of tactics used
by the APT18 group and the threat group in the example scenario are the most similar.
Accordingly, it was confirmed that APT18 is assigned a higher weight because of the above
characteristics, unlike other groups.
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4.1.5. SP2.3

Proposition SP2.3 provides the user with a detailed description of the software and
techniques used in similar cases as well as a list of security requirements needed to prevent
attacks. The group name button is clicked to display the information used by the group
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and the recommended security requirements in a pop-up window. Figure 16 shows the
information and security requirements for APT18. The left-hand side shows the software
tools and techniques used by the attack group. The software section displays a description
of the tool and the operating platform environment. The technique section displays infor-
mation about the attack and a description of how the group used the attack. The right-hand
side shows a list of security requirements recommended for the attack case. The column
shows the security requirements index and the description of each requirement, with a
count indicating the requirements recommended by the attack elements in descending
order. The user may check the security requirements for reuse by reviewing them using the
check box. This is a function to identify the security requirements that were adopted if the
case is retrieved in the future. In addition, because different requirements can be adopted
from each retrieved case, the user shows whether each case has been reviewed and the
requirements have been adopted as a check box, as shown in Figure 17. For insufficient or
additional requirements that have not been provided, security professionals can perform
the case revision step using decision-making and subjective judgment. The solved problem
is stored as a case in CB-PDO, and the UVs of the retrieved cases utilized during the process
are increased. To evaluate whether our proposed method is valid, we decomposed the
study question into propositions, and showed whether each proposition was met by the
prototype. Finally, the answers to each proposition are presented, and the proposed method
was verified through case studies.
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4.2. Questionnaire

In this subsection, we present the results of a survey of security experts to verify
whether the proposed method would be valid in the field of security. Security experts were
targeted as survey participants. Two people with more than 20 years of experience and
one person with more than 10 years of experience participated in the survey. The perfor-
mance tasks were product planning and security consulting. The questionnaire consisted
of 25 questions and was based on the ISO9126 standard, which defines the characteristics
of software quality and the methods of quality evaluation, reflecting the characteristics
that can be evaluated for each question [34,35]. The original questionnaire can be found
in [36], and Table 8 categorizes the contents of the questionnaire according to categories
and processes. It also shows the quality characteristics and responses for each question.
Each response was scored using a value from 0 to 10, and the table shows the minimum,
maximum, average, and process-specific averages for the results of each question.

Table 8. Components of and responses to the questionnaire.

Category Process Quality Question Min Max Average Process
Average

Input
scenario

Scenario
analysis

Reflectability Q1. Do you think the provided attack template can
help reflect APT features? 6 8 6.66

7.91

Understandability
Q2. Do you think providing these attack templates can

help users understand an APT when
inputting scenarios?

8 9 8.33

Usability Q3. Do you think providing these attack templates can
help users input the attack element into the system? 8 10 8.66

Suitability

Q4. Do you think this approach to provide an attack
template is a good way for users to understand

attacks, identify attack elements, and input attack
elements into the system?

7 9 8

Attack
analysis Reflectability

Q5. CB-PDO consists of and is interconnected with
tactics, platform, attack pattern, weakness, and
vulnerability for analysis of the inputted APT

elements. Do you think this can help you analyze
APT features?

6 9 7.66 7.99
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Table 8. Cont.

Category Process Quality Question Min Max Average Process
Average

Reliability

Q6. CB-PDO is based on MITRE ATT&CK, CAPEC,
CWE, and CVE, a globally accessible knowledge base
for cyberattack tactics and techniques. Do you think
this method can help you with the reliability of the

APT element analysis results?

8 10 9

Changeability

Q7. MITRE ATT&CK, CAPEC, CWE, and CVE, the
knowledge bases for cyberattacks, are constantly

updated with new attack techniques, tactics, and more.
Do you think this can help CB-PDO stay current?

7 8 7.66

Learnability Q8. Do you think this is helpful for APT case analysis? 7 8 7.66

Case
retrieval

Similarity
measure Suitability

Q9. Do you think this will help you recommend
security requirements for specific attacks? 6 9 7.33

6.74

Q10. Do you think using Jaccard similarity as the
default baseline helps you measure the similarities

between cases and reason similar cases?
5 8 6.33

Q11. In addition to Jaccard similarity, review the five
rules to consider the similarity between attack
techniques. Do you think the five rules help to

differentiate between cases using the similarities of
the cases?

5 8 6.33

Q12. Can selecting goals and targets as elements for
case matching help differentiate between cases? 7 7 7

Case
reuse

Reuse
solution

Suitability

Q13. This proposed method provides a process to help
you decide whether to reuse your security

requirements. Can this help you choose the right
security requirements?

5 8 6.66

6.86

Q14. Does this help you decide whether to reuse your
security requirements? 7 7 7

Q15. The solution is based on MITRE and STIGs
guidelines and previous research. Can this help you

deliver reliable and appropriate results?
7 9 7.66

Q16. The proposed method provides users with the
ability to choose to reuse only a subset of the

recommended security requirements list. Can this help
you reuse your security requirements?

5 7 6.33

Understandability

Q17. Determine whether to reuse security
requirements based on the security requirements
information provided. Can this help you make
decisions about reusing security requirements?

5 8 6.66

Case
revision

Difference
analysis

Suitability

Q18. The proposed method provides the user with
relevant materials to assist in making decisions. Do
you think this will help you determine the optimal

security requirements?

7 7 7

7.16

Q19. Can the user understand the tactical differences
between cases and help correct security requirements? 6 9 7.33

Security re-
quirements
elicitation

Q20. The method enables you to create security
requirements based on attack components obtained

through APT element analysis based on differences in
information between cases. Can this help users

understand case-to-case tactical differences and create
security requirements?

8 8 8 8

Case
retention

Storage pf
the solved
problem

Operability

Q21. Case retention expands the CB-PDO knowledge
base and can provide solutions for new attacks. Can
these operational methods help to derive optimized

security requirements that reflect the APT
characteristics for this study?

7 9 8.33

8.22
Q22. Do you think the attack campaign component is
appropriate as a configuration for saving new cases? 8 9 8.33

Q23. Repeated CBR improves analysis and prevention
of different APTs. Can this process help

CB-PDO learn?
7 9 8

Proposed
method

- Co-existence
Q24. Can our proposed method be used as a

complement to existing requirement
derivation methods?

8 9 8.66

7.83

Replaceability Q25. Can our proposed method be used to replace
existing requirement derivation methods? 6 8 7
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The results of the response range between a minimum score of 5 to a maximum score
of 10, and the response results for each process show that the scores are evenly distributed
in the range of 6 to 8. However, because of the small number of samples collected, opinions
reflected in the survey in Figure 18 were collected to specifically evaluate the survey results,
and positive/negative opinions were organized for each quality characteristic.
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As shown in Figure 18, on the positive side, the experts believe the proposed method
is potentially useful for efficient and effective APT attack analysis and security require-
ments recommendation. However, on the negative side, they address the difficulty of the
sophisticated nature of APT attacks, the deficiency of the proposed method, and the need
for improvement as a complementary method to existing methods.

Figure 19 shows the average of each software quality characteristic. The reliability,
coexistence, and usability characteristics received high scores. This demonstrates that
the scenario analysis method is beneficial to the user, employs real defined elements and
relationship definitions, and is a positive way to leverage them with existing intelligence.
In contrast, replaceability received low scores, although research possibilities for advanced
intelligence remain.
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Through the evaluation performed in this study, we confirmed through a case study
that we achieved our research goals. In addition, we identified that our proposed method
helps security experts to specify security measures and plans. This is consistent with the
research objective of proposing a method to assist security experts in decision-making.

5. Limitations and Discussion

In contrast to the goals of methods in previous security-related studies, the goal of our
method is prevention, and we hence propose a novel approach for extracting attack data
from previously built knowledge units. We also proposed a method for recommending
requirements based on the relevant security measures. However, because these measures
all continue to evolve and improve, the following limitations have been identified and
should be considered in further research.

First, a full understanding of the domain knowledge of the field is required, and the
knowledge base should be updated and maintained throughout its life cycle. Although
it is assumed that the provided ontology-based knowledge framework includes attack
and security requirements, domain information, and associated risk areas, and these are
assumed to be enough to generate some meaningful results, this may not be the case since
the problem-related data, information, and knowledge are continuously changing in the
real world. Therefore, it is necessary to develop a mechanism to measure the quality of
the case-based knowledge base as well as the way to continuously revise and maintain
the knowledge base to retain the benefits of reuse. Otherwise, the generated outcomes are
no longer trustworthy and eventually may interfere with and harm the related decision-
making process.

Second, the number of survey samples was insufficient and more thoroughly designed
experiments are needed. To evaluate a newly developed method, the subject matter experts
should be fully familiar with it. In this regard, although a half-day tutoring session was
provided with the tool demo, we believe the pool of experts was not sufficient. For this
reason, although the preliminary results show the potential of the method, the objectivity
and reliability of the overall response may be insufficient. In addition, we plan to improve
the tools and their user interfaces to help users obtain the required knowledge of basic
ontology usage and the analysis process used in the method.

Finally, to perform some of the processes in our proposed method, expert opinions
and subjective judgments are required. Appropriate accommodation of experts’ opinions
is required for case reuse, and a revision plan should be considered for the weakening of
security measures due to reuse. Therefore, subjective opinions from security experts are
required to reflect and retrieve the final security requirements. To support and facilitate the
cycle of CBR, and most importantly assure the correctness of the cases, completeness and
consistency of the system as well as management of the updates should be considered in
the further development of the method and tools.
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On the basis of the feedback provided in the questionnaire, we also confirmed the
improvement in the system, which reflects the representation of surrounding environmental
factors that take into account future policies or security measures.

6. Summary, Conclusions, and Future Work

In general, the data used in attack detection studies are numerical and quantitative.
In contrast, because we include the non-technical elements of APTs as well as the assets
and domains, there is a need for a method to include multifarious elements and express
them at a single level of abstraction. Moreover, because an APT attack is not performed
using a constant and formal form every time, a conceptual integrated knowledge base
to understand APTs was built using ontology. To solve the problem using the ontology
we built, we adopted an artificial intelligence technique called CBR that can address
knowledge units, define case concepts, and propose each step. In this process, we provided
an APT attack template that can extract elements to suit the characteristics of the APT
attack obtained from the scenario and devise a similarity metric that is suitable for our
domain. Thus, equal or unequal weights can be assigned according to the user’s subjective
judgment, and the results of similar cases are retrieved according to the defined weights.
Then, security requirements from the retrieved cases are recommended, and users can
make decisions based on APT analysis information and the security requirements provided
to adopt solutions for reuse and, if necessary, revise them to address the current problem. In
addition, as a function of maintenance and management, the solved problems can then be
stored in the CB-PDO, and highly utilized cases can be distinguished according to the UV.

For validation, we defined a study question to evaluate our proposed method, decom-
posing the study question into general propositions and specific propositions to answer it.
Consequently, each proposition was evaluated, and an explainable result was obtained to
answer the study question.

In addition, we employed a questionnaire survey of security experts working in secu-
rity companies to evaluate our method (after a half-day teaching session of the proposed
approach with the use of the tools and a prototype demonstration [31]) and analyzed the
responses according to process and quality perspectives. Furthermore, we organized the
overall positive/negative opinions for specific analysis and demonstrated that our method
has the potential to contribute to decision-making as complementary intelligence through
the evaluation of the usability and co-existence qualities.

Further studies should be conducted to overcome the limitations identified in Section 5
and enhance the research. The first task will be to build a knowledge base in a completely
standardized security field. An ontology similar to WordNet [37], which is a representative
language ontology, a system that reflects all the elements involved in the security domain,
will be established to reduce the effort needed by users to manipulate or manage the
ontology. Second, the sample size will be increased by continuously evaluating the system
using students in related majors and security company employees to ensure the reliability
of the research results. Finally, the constructed knowledge can be used as a resource for
analyzing the correlations and patterns of elements and combining them with the field of
deep learning, which is currently being actively studied. For example, using CB-PDO and
a generative neural network [38], we could study how weights can be learned according to
the combinations and patterns of the techniques used by an attack group. Furthermore, we
plan to combine natural language processing and natural language generation methods [39]
that address text to automatically generate and recommend security requirements and
extend the system to a fully automated method.
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