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Abstract
Under the black-box nature in the deep learning model, it is uncertain how the change in contrast level and format affects 
the performance. We aimed to investigate the effect of contrast level and image format on the effectiveness of deep learn-
ing for diagnosing pneumothorax on chest radiographs. We collected 3316 images (1016 pneumothorax and 2300 normal 
images), and all images were set to the standard contrast level (100%) and stored in the Digital Imaging and Communication 
in Medicine and Joint Photographic Experts Group (JPEG) formats. Data were randomly separated into 80% of training 
and 20% of test sets, and the contrast of images in the test set was changed to 5 levels (50%, 75%, 100%, 125%, and 150%). 
We trained the model to detect pneumothorax using ResNet-50 with 100% level images and tested with 5-level images in 
the two formats. While comparing the overall performance between each contrast level in the two formats, the area under 
the receiver-operating characteristic curve (AUC) was significantly different (all p < 0.001) except between 125 and 150% 
in JPEG format (p = 0.382). When comparing the two formats at same contrast levels, AUC was significantly different (all 
p < 0.001) except 50% and 100% (p = 0.079 and p = 0.082, respectively). The contrast level and format of medical images 
could influence the performance of the deep learning model. It is required to train with various contrast levels and formats 
of image, and further image processing for improvement and maintenance of the performance.
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Introduction

Owing to the remarkable development of deep learning, the 
importance of medical image recognition using machine 
learning has gradually increased [1–3]. Recent advances 

offer improvements in chest radiograph interpretation, and 
several machine learning models achieve radiologist- or radi-
ology resident–level performance for various chest radio-
graph findings [4–7].

Pneumothorax is a thoracic emergency because the pres-
ence of air within the pleural space outside the lung causes 
collapse of the lung, resulting in respiratory failure [8]. Myeong Seong Yoon and Gitaek Kwon contributed to this work 

equally as first authors.
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Chest radiography is a commonly used screening tool for 
pneumothorax detection. The sensitivity for pneumotho-
rax detection on chest radiographs with clinicians has been 
reported to be approximately 80–86% [9, 10]. However, it 
sometimes fails to detect pneumothorax and could be too 
dependent on the clinician’s experience, including shape, 
size, and patient positioning [11–13].

Recently, many deep learning studies for pneumothorax 
detection have been suggested to improve its performance 
and aid clinicians in finding it on chest radiographs [14–21]. 
However, the performance decreased when validated with 
an external dataset in some studies [18, 20]. These reasons 
might originate from the heterogeneity of images due to 
patient characteristics, radiographic device and radiation 
dose, contrast level, and format in external data [18, 20, 22]. 
Contrast level or signal-to-noise ratio could be a significant 
factor in performance degradation for deep learning models 
in general photography and computer vision fields [23–25]. 
The preprocessing technique could overcome a large part of 
these differences. However, the effectiveness can be differ-
ent on the results of a network performance according to 
the preprocessing methods and not eliminate all systematic 
difference [26, 27]. To achieve a comparative performance 
on deep learning models, high-quality and well-curated train-
ing datasets should be prepared to solve the heterogeneity of 
images [28–30].

In the deep learning model, it is uncertain how the 
change in contrast level and format affects the performance. 
Previous studies did not consider contrast levels and image 
formats on chest radiographs for detecting pneumothorax 
[14–21]. This study hypothesized that the performance 
of the deep learning model would differ according to the 
contrast level and image format between the training and 
test datasets. Therefore, the aim of this study was to inves-
tigate how the contrast level and image format affect the 
performance of deep learning models for the detection of 
pneumothorax on chest radiographs. The remaining sec-
tion of the paper is organized as follows. The “Methods” 
section presents the study design, the data collection, the 
data preprocessing, the experiment, the network of the pro-
posed model, and the primary outcome. The “Results” sec-
tion describes the experimental setup, the results of overall 
performance, and the comparison of outcomes. Finally, the 
“Discussion” section discusses our findings compared with 
the previous research.

This work could contribute for the deep learning research 
field with medical images and summarized as follows.

–	 The difference of contrast level on the training and test 
set images could influence the performance of the deep 
learning. We evaluated the network performance for the 
detection of pneumothorax on chest radiographs by five 
tests with 50%, 75%, 100, 125%, and 150% contrast lev-

els after training with 100% standard contrast level and 
ResNet-50 model.

–	 12- to 16-bit based the Digital Imaging and Communi-
cation in Medicine (DICOM) data are mainly used in 
real clinical situations whereas 8-bit image formats such 
as Portable Network Graphics (PNG) and Joint Photo-
graphic Experts Group (JPEG) are mainly used to train 
models in deep learning with medical image. The infor-
mation loss DICOM data could occur when it is con-
verted to an 8-bit image format which is favorable for 
file storage and transmission. We evaluated the perfor-
mance of deep learning according to image formats in 
this experiment.

–	 This study showed that performances for the detection of 
pneumothorax were different according to image contrast 
levels and formats on chest radiographs. This research 
could confirm that the performance of deep learning 
could be influenced according to image contrast level 
and formats in the dataset.

Methods

Study Design

The overall flow of this study is illustrated in Fig. 1. This 
retrospective study was conducted at a tertiary academic 
hospital (Seoul, Republic of Korea) between May and 
November 2020. This study was authorized by the Institu-
tional Review Board (IRB) of our university hospital (ref. 
no. HYUH 2020-03-039). The institutional review boards 
at our university hospital waived the necessity for informed 
consent. All methodologies and procedures were carried out 
in line with the Helsinki Declaration.

Data Collection

We gathered a list of patients who were 18–80 years old and 
visited with complaints of chest pain and dyspnea at the emer-
gency department of our university hospital between the dates 
of January 2012 and September 2020 using medical records.

Images were obtained from chest radiographs of patients 
who were confirmed to have pneumothorax by radiologists 
using chest computed tomography scans among the above 
lists. We excluded images of patients who underwent lobec-
tomy, those with severe deformity, massive hemothorax or 
mass, and chest tube. Normal images were conveniently 
sampled from chest radiographs, which were not indicative 
of pneumothorax, and classified as “unremarkable study,” 
“non-specific finding,” and “no active lesion” by radiolo-
gists. The collected images had a pneumothorax-to-normal 
ratio of approximately 1:2. All candidate images were 
extracted and stored in the DICOM format using the Picture 
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Archiving and Communication System (PACS, PiView, 
Infinitt Healthcare, Seoul, Korea) using a custom-built auto-
mated image retrieval system. When storing photographs 
for data collection, no personal information was included, 
and no personal identifiable information was collected. In 
addition, the images were allocated arbitrary numbers and 
then coded and maintained. Two emergency medicine phy-
sicians reached consensus and categorized the pneumotho-
rax size into three groups as follows: (1) small, the separa-
tion between the visceral and parietal pleura was less than 
approximately 1 cm and was typically confined to one lobe 
of the lung; (2) moderate, the separation was approximately 
1–2 cm, often involving more than one lobe or area of the 
lung; and (3) large, the separation was greater than 2 cm and 
involved multiple areas of the affected lung [20].

Data Preprocessing and Experiment

All stored images in DICOM format were set to 2048 of win-
dow center (WC) and 4095 of window width (WW), that is 
the standard contrast level (100%) of chest radiograph of the 
hospital that provided data. Data were randomly separated 

into the 8:2 training:test set and the training set was divided 
into five subsets (A, B, C, D, and E sets). The contrast of 
images in the test set was changed to five levels (50%, 75%, 
100%, 125%, and 150% of standard contrast). The WC/WW 
of each contrast level was set as follows: 1024/2048 (50%), 
1536/3071 (75%), 2048/4095 (100%), 2560/5118 (125%), and 
3071/6142 (150%). All images were stored as 16-bit DICOM 
grayscale and 8-bit Joint Photographic Experts Group (JPEG) 
grayscale images after down sampling using MATLAB 
(2019a, MathWorks. USA) program. We trained the model 
using images in each DICOM and JPEG format with a stand-
ard contrast level in four (A to D) of five sets (A to E) of the 
training data. We then tested the trained model with images 
according to the five contrast levels in the test set. Next, we 
performed this process with B to E of the training set and test 
set and repeated it five times for cross-validation.

Network of the Deep Learning Model 
for the Detection of Pneumothorax

In this study, we applied ResNet-50, which is a widespread 
deep learning architecture selected by 55% of the top 50 

Fig. 1   Flow chart of data collection and analysis in research for pneumothorax detection with deep learning algorithms
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teams in the 2019 US Pneumothorax Detection and Segmen-
tation Competition [21]. They used the ResNet architecture 
to develop a deep learning-based pneumothorax detection 
algorithm for chest radiographs. Due to the difficulty of gra-
dients propagation, simply deepening the layers of the neu-
ral network did not improve the performance of the model. 
ResNet aims to solve the optimization issue of deep networks 
by learning residuals through skip connections. Instead of 
learning the function directly, the residual block easily alle-
viates the gradient problem as it learns only the residuals. 
Even deeper networks can be effectively trained [31]. The 
overall workflow of our method is illustrated in Fig. 2. We 
configured 224 × 224 pixels for image size, 100 epochs, 
and 32 batches. In addition, a stochastic gradient descent 
optimizer was used, and the learning rate was set to 0.0001 
with a weight decay factor of 0.001. The proposed method 
was implemented using the PyTorch framework. The speci-
fications were a GeForce GTX TITAN RTX 24 GB GPU, 
i7-4790 (3.60 GHz) central processing unit, and 32 GB RAM 
for our implementation.

Primary Outcomes

To evaluate and compare the overall performance of the 
model with that of the proposed method, we used stand-
ard metrics, including accuracy, sensitivity, specificity, and 
F1-score. The following metrics are based on the predicted 
results and their ground truth as true positive (TP), false 
positive (FP), true negative (TN), and false negative (FN). In 
our experiments, TP refers to a chest radiograph with a diag-
nosed pneumothorax as “pneumothorax.” TN, in contrast, 
refers to a correctly diagnosed chest radiograph without 
pneumothorax as “normal.” FN refers to chest radiograph 
with an existing pneumothorax as a misdiagnosed “nor-
mal,” while FP presents the result the other way around. 
We used the receiver-operating characteristic (ROC) curve 
for the evaluation of our model. Because chest radiograph 
is widely used and available screening tool for the detection 
of pneumothorax in emergency and admission room than 
a confirmation tool, we set the optimal cut-off values that 
had the highest sensitivity and a specificity of 0.5 or greater 
when testing the model with standard contrast level (100%) 
images. We calculated the area under the ROC curve (AUC), 

sensitivity, specificity, accuracy, and F1-score with these 
cut-off values in each test with images of 50%, 75%, 125%, 
and 150% contrast levels using the following equations:

The AUC denotes the area under the ROC curve that plots 
the relationship between the TP rate (sensitivity) and the 
false positive rate (1-specificity).

Sensitivity (TP rate, recall) refers to the likelihood of the 
positive samples if the condition is actually predicted:

Specificity (TN rate) refers to the likelihood of the nega-
tive samples as the following condition:

Accuracy is used as a measure of the proportion of cor-
rectly predicted samples out of the total number of predic-
tions as follows:

The F1-score is the harmonic mean of precision (the 
probability of true positives among true and false positives), 
and recall is as follows:

Statistical Analysis

We performed data organization using Excel (Microsoft, 
Redmond, WA, USA) and analyzed the organized data using 
NCSS (2020, LLC. Kaysville, UT, USA). Using Kolmogorov– 
Smirnov tests, the normal distribution of all datasets was  
used. For categorical data, the statistics in this paper are pre-
sented as frequency and percentage. The pneumothorax and 
normal data groups were compared using the independent 
t-test or the Mann–Whitney U test for continuous variables, 
and the chi-squared test was used for categorical variables. We 
used a single ROC curve and cut-off analysis for each test and 
two ROC curves with the paired group design for comparing 

(1)Sensitivity =
TP

TP + FN

(2)Specificity =
TN

TN + FP

(3)Accuracy =
TP + TN

TP + TN + FP + FN

(4)F1 score = 2 ×
precision × recall

precision + recall

Fig. 2   Overview of detailed 
workflow used to extract the 
features of the image. In our 
workflow, ResNet-50 [31] 
was utilized as our backbone 
networks
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the ROC curves between each contrast levels in each format, 
between DICOM and JPEG formats at same contrast level. Sta-
tistical significance was set at p < 0.05.

Results

Experimental Setup

A total of 3316 images, containing 1016 pneumothorax 
images (386 small size, 281 moderate size, and 349 large 
size cases) and 2300 normal images, were collected from 
797 and 1812 patients, respectively; the characteristics of 
the data are shown in Table 1.

Overall Performance for Pneumothorax Detection 
with Chest Radiography According to Five Contrast 
Levels and Image Formats

The ROC curves for the overall performance of this net-
work through five tests according to the contrast level and 
format of the images are shown in Fig. 3. AUCs (95% CI) 
of the test with standard contrast (100%) images were 0.999 
(0.998–0.999) for DICOM format and 0.998 (0.995–0.999) 
for JPEG format after training with the same-level images 

in the training set. The value of the test with 50%, 75%, 
125%, and 150% of contrast level images and DICOM for-
mat were 0.980 (0.976–0.984), 0.987 (0.984–0.990), 0.959 
(0.950–0.965), and 0.929 (0.917–0.938), respectively. The 
value of the test with 50%, 75%, 125%, and 150% of contrast 
level images and JPEG format were 0.976 (0.971–0.980), 
0.994 (0.991–0.996), 0.964 (0.957–0.971), and 0.960 
(0.953–0.967), respectively. In comparison between each 
contrast level in both DICOM and JPEG formats, values 
of AUC were significantly different (all p < 0.001), except 
the comparison between 125 and 150% in JPEG format 
(p = 0.382). In comparison between DICOM and JPEG for-
mats at each contrast level, values of AUC were significantly 
different (all p < 0.001) except the comparison between 50% 
(p = 0.079) and 100% (p = 0.082).

Comparison of Average Outcomes According 
to 50%, 75%, 100%, 125%, and 150% of Contrast 
Levels in Each DICOM and JPEG Formats Over Five 
Tests

Optimal cut-off values, which had the highest sensitivity 
with ≥ 0.5 of specificity, were 0.238 [0.047] for DICOM and 
0.218 [0.028] for JPEG in each test with images of 100% 
contrast level.

Confusion matrices and outcomes for the diagnostic perfor-
mance of each test are shown in Fig. 4 and Table 2, respectively.

Comparison of Performance According to 5‑Contrast Levels 
in DICOM Format

Values of AUC were decreased from 0.999 [0.004] of 
100% to 0.992 [0.004] of 75%, 0.979 [0.010] of 50%, 
0.964 [0.020] of 125%, and 0.918 [0.079] of 150% by con-
trast level reduction and gain. The sensitivity values were 
maintained more than about 0.970, whereas the specific-
ity decreased from 0.998 [0.001] for 100% contrast level 
to 0.269 [0.247] for 50% contrast level and 0.372 [0.378] 
for 150% contrast level. The accuracy and F1-scores also 
decreased with these changes.

Comparison of Performance According to 5‑Contrast Levels 
in JPEG Format

Values of AUC were decreased from 0.998 [0.001] for 100% 
to 0.996 [0.001] for 75%, 0.978 [0.008] for 50%, 0.969 
[0.020] for 125%, and 0.960 [0.022] for 150% by contrast 
level reduction and gain. Values of sensitivity were main-
tained well over approximately 0.970, whereas specificity 
was decreased from 0.998 [0.001] at 100% contrast level 
to 0.153 [0.182] at 50% contrast level and 0.542 [0.166] 

Table 1   Baseline characteristics of participants who provided images 
and data matrix according to pneumothorax size in datasets

SD standard deviation; continuous data are reported as mean (stand-
ard deviation) while categorical variables are presented as n (per-
centage). The independent t-test was used to compare pneumothorax 
and normal data groups. The chi-square test was used to examine 
categorical variables that are provided as numbers and percentages. 
Statistical significance was set at p < 0.05. Pneumothorax size were 
as follows: (1) small, the separation between the visceral and parietal 
pleura was less than approximately 1 cm and was typically confined 
to one lobe of the lung; (2) moderate, separation was approximately 
1–2 cm, and often involved more than one lobe or area of the lung; 
and (3) large, separation was greater than 2 cm and involved multiple 
areas of the affected lung

Dataset 
(n = 3316)

Pneumothorax (n = 1016) Normal 
(n = 2300)

p-value

Age, mean 
[SD]

42.8 [19.4] 43.1 
[10.4]

0.478

Sex, male, n 
(%)

786 (77.4) 1,390 
(60.4)

 < 0.001*

Pneumothorax 
size

Small  
(n = 386)

Moderate  
(n = 281)

Large  
(n = 349)

Train set 
(80%)

308 212 277 1880

Test set 
(20%)

78 69 72 420
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at 150% contrast level. The accuracy and F1-scores also 
decreased with these changes.

Examples of prediction success and failure based on con-
trast changes are shown in Fig. 5. Reduction or gain of con-
trast level influenced the prediction for pneumothorax with 
normal images more than the prediction for normal with 
pneumothorax images in both image formats.

Discussion

We trained a deep learning model for the pneumothorax 
detection with chest radiographs using a ResNet-50 network 
and investigated the performance of the model in the test 
set according to contrast levels and formats of images after 
training. The performance of the deep learning algorithm 
could be decreased when tested with images of different 
contrast levels from images in training, and it might differ 
according to the image formats.

Recently, several studies have demonstrated high per-
formance in pneumothorax detection using deep learning. 
Park et al. reported that the performance was 0.985 of 
AUC among five multiclass lesions using 15,809 images 
from two hospitals [17] and Hwang et al. demonstrated that 
the performance was 0.965–0.979 of AUC with external 
validation data from five institutions after training the four 
major thoracic diseases and normal with approximately 
100,000 images from one hospital [18]. Majkowska et al. 

reported that the performance of pneumothorax detection 
among four classifications was 0.940 ~ 0.950 of AUC in 
a test with National Institutes of Health (NIH) ChestX-
ray14 after training with 1818 images from one center 
[15]. Wang et al. improved the performance to 0.991 of 
the AUC using real-time augmentation to solve imbal-
anced data [14]. However, they did not mention the size 
of pneumothorax in the dataset and could not determine 
the size effect on the performance of pneumothorax detec-
tion. Taylor et al. reported the performance according to 
pneumothorax size and showed that the AUC was 0.940 
for moderate-to-large amounts of pneumothorax in exter-
nal validation with NIH ChestX-ray14 using the ResNet 
network [20]. Yi et al. showed that sensitivity of the per-
formance was inversely correlated with pneumothorax size 
[16]. In this study, using the ResNet-50 network, AUCs 
were 0.999 [0.004] in DICOM format and 0.998 [0.001] 
in JPEG format for the detection of pneumothorax among 
two classifications in a test with standard contrast level 
images after training with same-level images obtained 
from one hospital. Although our data included 386 small 
images with moderate and large numbers, the performance 
was high. However, we did not know the maintenance of 
performance because we did not test the external valida-
tion with other datasets.

Chest radiography is the most common modality used for 
observing the long-scale contrast area because it uses a high 

(a) DICOM format (b) JPEG format

50% and 0.980 (0.976-0.984)

75% and 0.987 (0.984-0.990)

100% and 0.999 (0.998-0.999)

125% and 0.959 (0.950-0.965)

150% and 0.929 (0.917-0.938)

Contrast and AUC (95% CI) Contrast and AUC (95% CI)
50% and 0.976 (0.971-0.980)

75% and 0.994 (0.991-0.996)

100% and 0.998 (0.995-0.999)

125% and 0.964 (0.957-0.971)

150% and 0.960 (0.953-0.967)

Fig. 3   Receiver-operator characteristics (ROC) curves of overall per-
formance for the detection of pneumothorax using ResNet-50 net-
work with chest radiograph over five tests according to 50%, 75%, 

100%, 125%, and 150% contrast level and image formats. (a) DICOM 
format, (b) JPEG format
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Fig. 4   Confusion matrices of the test performance for the detection of pneumothorax using ResNet-50 network with five contrast level images 
(50%, 75%, 100%, 125%, and 150%) in (a) DICOM and (b) JPEG. P, positive; N, negative
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voltage of 90 to 130 kVp [32–34] and can be used to diag-
nose pneumothorax with a small contrast difference between 
tissues. However, there is no definite standard for proper 
contrast in chest radiographs for pneumothorax detection 
when physicians interpret images, and they usually control 
the contrast level to detect pneumothorax well. In DICOM 
images, the WW and WC play a role in adjusting the con-
trast level of various human tissues. In addition, each radio-
graph image has a different contrast because even if the same 
radiograph is irradiated, the characteristics and brightness 
of the image are determined by various variables, such as 
radiation dose, scattering radiation, patient thickness, equip-
ment, and image post-processing [35–40]. Owing to the two 
problems mentioned above, it is impossible to maintain the 
same contrast according to the characteristics of hospitals 
and patients on chest radiographs. As a result of our study, 
the performance was high in the test with the same contrast 
level images after training with images of the standard level; 
however, when tested with different contrast images with the 
training data, the performance deteriorated depending on the 
contrast. Some studies with excellent performance for pneu-
mothorax detection might have used images of similar con-
trast levels during training and testing. Wang et al. reported 
that histogram equalization could improve the performance 
of a model in a typical image format [14]. The difference in 
performance according to the contrast level can be solved 
to some extent by normalization or histogram equalization.

Chest radiographs are stored in DICOM, a standard medi-
cal imaging method, and transmitted through PACS [41, 42]. 
DICOM contains sensitive personal information about the 
patients [43, 44]. In addition, 12- to 16-bit DICOM formats 
contain more information than 8-bit JPEG formats [45, 46]. 
Down sampling the image to JPEG reduces the data size to 
1/10 but discards a lot of information [46]. The original pixel 
values were lost during the image compression process in 
the JPEG format. Maruyama et al. reported that low-quality 
general image formats affect machine learning algorithms 
[47]. Their study mentioned that the JPEG image file for-
mat reduces the classification accuracy owing to data loss. 
When analyzing previous studies related to deep learning in 
pneumothorax, it was found that there was no information 
on the image format, or that the data were collected using 
DICOM and down sampling was performed with JPEG 
or PNG. Information for contrast level and image format 
is described in Table 3 [14–20]. Kim et al. reported that 
the performance of classification of cardiomegaly on chest 
radiographs was no different between 16-bit Tagged Image 
File Format (TIFF) and 8-bit PNG/JPEG [48]. In our study, 
the performance also was no different between DICOM and 
JPEG formats in the test with images of 100% contrast level. 
However, this could be different when the contrast level of 
the images in the test set was changed.
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Fig. 5   Examples of right and 
wrong detection of pneu-
mothorax using ResNet-50 
network according to contrast 
level of the chest radiograph. 
A On chest radiography with 
a pneumothorax in the right 
lung, all images were detected 
to pneumothorax according to 
all contrast levels. B On chest 
radiography with a pneumotho-
rax in the left lung, standard and 
dark images of 50% and 75% 
contrast levels were detected as 
pneumothorax, but light images 
of 125% and 150% contrast 
levels were predicted as normal 
images. C On chest radiography 
with normal images, images of 
50%, 75%, and 150% contrast 
levels were predicted as pneu-
mothorax. Blue arrows indicate 
the visceral pleural line of the 
pneumothorax and red boxes 
indicate images of false positive 
or negative

Table 3   Summary of previous studies on the detection of pneumothorax using deep learning

Author Year Architecture Diseases of dataset Classification Pneumothorax size AUC​ Image format

Wang et al. [14] 2021 ChestNet Atelectasis, emphysema, 
pulmonary congestion, 
pneumothorax, 
enlargement of heart, 
effusion, pneumonia, and 
infiltration

Normal

Pneumothorax
Others

- 0.991 PNG

Majkowska et al. [15] 2020 Xception Pneumothorax, opacity, 
nodule or mass, fracture

Others

Pneumothorax
Others

- 0.940 ~ 0.950 PNG

Yi H. et al. [16] 2020 ResNet 152 Pneumothorax Pneumothorax
Without 

pneumothorax

Small
Moderate
Large

0.840 PNG

Park et al. [17] 2020 Unknown Normal
Interstitial opacity, 

pleural effusion, 
pneumothorax

Normal
Abnormal

- 0.985 Unknown

Hwang et al. [18] 2019 DenseNet Normal
Malignancy, tuberculosis, 

pneumonia, 
pneumothorax

Normal
Any target disease

- 0.965–0.979 DICOM

Park et al. [19] 2019 YOLO Pneumothorax Pneumothorax
Without 

pneumothorax

- 0.984 PNG

Taylor et al. [20] 2018 ResNet
VGG 19
Inception
Xception

Pneumothorax Pneumothorax
Without 

pneumothorax

Small
Moderate
Large

0.950
0.970
0.970
0.980

JPEG
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In future work, we will investigate the effect of the con-
trast level and image formats by various neural network 
in different diseases and modality. At the same time, we 
will carry out in-depth research around proper augmenta-
tion such as histogram equalization and normalization with 
optimal window level and width applying it to the current 
medical image and deep learning system. Finally, we will 
validate these results with external datasets.

Limitation

The performance changes due to format and image contrast 
level factor were compared only in the pneumothorax detec-
tion task. The effects of these factors on various diseases 
were not tested. Second, we performed pneumothorax clas-
sification on single institution dataset. This paper does not 
include experiments on external data. Third, we did not eval-
uate the performance change of the model in more diverse 
file formats such as PNG or TIFF. The compression algo-
rithms for each format are different, but we did not evaluate 
how these compression algorithms affect the deep learning 
model. Finally, we applied ResNet-50 network model, which 
was the best performance of detection for pneumothorax; 
however, we did not investigate the change of performance 
according to contrast level and image format when other 
networks would be used.

Conclusions

The contrast level and format of medical images could 
influence the performance of the deep learning model. It is 
required to train with various contrast levels and formats of 
image, and further image processing techniques for improve-
ment and maintenance of the proposed model performance.
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